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ABSTRACT: In this article we have treated the performance of an algorithm designed to achieve the 

biometric identification through fingerprints. The paper consists in providing the design steps of this algorithm 

consisting of transformations that are currently being introduced in the system images. The algorithm used is in 

itself a database that holds a certain number of fingerprint images which are chosen to be included in the 

database in question. After the introduction of the database, the system is ready to perform the fingerprint 

identification. This process comprises a series of sub-processes that make up this algorithm. One of the 

performance parameters of the algorithm is the execution time needed to carry out the identification of various 

fingerprints. We have used 200 different traces of fingers and we have entered them in the database. Then, for 

each finger traces we have calculated the time of the execution of milliseconds needed to recognize the 

fingerprints. This execution time is set in relation to an arbitrary identification number ranging from 1 to 200 

and so we have reflected the exponential regression trend-line together with the coefficient of determination. 

This coefficient has also led to the identification of the limits of this paper. 
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I. INTRODUCTION 
The personal identification consists in accompanying a particular individual with a corresponding identity. He 

plays an important role in our society, [1] where questions relating to the identity of an individual are performed 

millions of times a day by financial services organizations, health care, in electronic commerce, in 

telecommunications, government agencies, etc. With a more rapid development of information technology, 

people are becoming more and more connected with electronics. As a result, the ability to achieve accurate 

identification of individuals has become critical [2]. 

A diversity of varieties of systems requires personal and sustainable authentication schemes in order to confirm 

and identify the identity of persons seeking certain services. The aim of these schemes or systems is to ensure 

that services are accessible to legitimate users. Examples of these systems include secure access among different 

buildings, computer systems, mobile phones, ATM, etc [3]. In the lack of robust authentication systems, these 

systems are imminent. Consequently, the use of biometric parameters was born as a need to confront these 

threats. 

II. METHODOLOGY 
The methodology used in this study consists of two aspects. The first is the fingerprint identification algorithm 

and the second is the performance of this algorithm discussed in terms of execution time of the algorithm in 

conjunction with different fingerprints that are part of the database. 

When a trace finger is added to the database of the application, the algorithm is executed 2 times: the first time 

for image input and a second time for the image rotated at an suitable angle (22.5 / 2 grade) so that the process 

becomes as varied in rotation. The rotation of the image is realized through using Matlab program using 

―imrotate‖ function. [4] 

When an image of the fingerprint is added to the database, there is only one core point. On the other hand, when 

an input image is selected to perform the compliance of the fingerprint, then it will activate a series of 

fingerprint core and align points shall be carried out for each of them. Finally, it will be taken into consideration 

only the candidate with the smallest distance.[5] For example, we have 3 images in the database, img1, img2 and 

img3 where, each of them is characterized only by a core point and therefore will have 3 points each of their 

core is associated with an image present in the database. If we select an image for fingerprint compliance 

(should be ―ImgNew‖) we will find a number of core points (let it be their number N). For each of these N 
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points nucleus (candidates) we will find the fingerprint images closest that is present in the database. Finally, we 

will obtain N distances (as the number of candidates of the core points).[6] 

With respect to the second aspect, it consists of taking 200 samples consisting of the execution of the user’s 

fingerprint identification process in milliseconds. After defining these samples they will be placed in front of the 

identification number of each finger trace. The identification number of such traces placed arbitrarily from 1 to 

200. So we have created a graph where the    x-axis shows the number of identification and the y-axis gives the 

execution time in milliseconds. Furthermore, on this relationship we have built the exponential regression which 

expresses the trend of the relationship in question. Also we have shown the respective coefficient of 

determination [7]. 
 

III. THE RESULTS 
The rating of pixel-wise orientation field estimation is accelerated more by re-using estimates of the sums. The 

sum of the elements of a block centered on pixel (I, J) can be used for the calculation of the amount of elements 

centered on pixel blocks-in (I, J + 1). [8]This can be obtained in the following manner: 

 
Fig. 1 – The explanation of the pixel-wise field estimation evaluation 

Once the sum of values centered on pixel-in (I, J) is calculated (the amount of pixels and yellow pixels orange in 

the figure to the left), in order to score the sum of centered upon the pixel-in    (I, J + 1), we simply learn from 

previous amount and add the yellow area green area (see figure right); in this way it is possible to maintain a 

series of calculations. [9] In other words: 

 
                                                      SUM (I, J) = yellow + orange                                                 (1) 

                                          SUM (I, J+1) = SUM (I, J) – yellow + orange                                   (2) 

 

Now let's give the necessary steps for establishing the core point in the process of the fingerprint’s 

identification. Initially, for an input image, we improve the fingerprint in order to have a better quality image. 

[10] In the figure below we have shown an image trace the finger at the entrance to the system. 

 

Fig. 2 – The image of the fingerprint at the entrance of the system\ 
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Below we have presented the enhanced fingerprint. 

 

 

 

 

 

 

Fig.3 – The image of the enhanced fingerprint 

After this operation, the image is segmented and separated from the background image of the fingerprint. This 

can be accomplished using a simple block-wise variance, background since usually it is characterized by a small 

variance. [11] The image originally is digitalized (using command imclose in Matlab), then eroded (using 

command imerode), so as to avoid holes in the image of the fingerprint and the unwanted effects outside its 

boundaries (between the fingerprint and background). [12] Image segmentation is repeated several times until 

the desired conditions are met. This is done so as to avoid adverse effects between the fingerprint and 

background.[13] Condition for which we are concerned is selected in this way:  

The improved image is divided into blocks with specified size (typically 32x32 or 64x64). The whole image is 

filtered with a complex filter. Let be the maximum value of the image Cf_max    the filtered current area of 

interest (which had previously been estimated by some initial parameters). For each block in the relative 

maximum we recalculate Cf_rel.[14] Finally, we consider a matrix logic F the elements of which (I, J) are 

equivalent to 1 if (I, J) is a block and this value is equal to or greater than the limit value (typically 0.65 * 

Cf_max in our simulations); F (I, J) is equal to 0 in all other cases (for example if F (I, J) is not a relative 

maximum block or a relative maximum block smaller than the limit value). If the number of non-zero elements 

of the matrix F is the logical limit value, then the image segmentation parameters re-calculated and the entire 

process is repeated once again.[15] 

 

In the figure below we have presented the segmented image 

 

Fig.4 - The image is segmented, closed and eroded (erosion or binary close) 

The next step consists of performing the calculation of the fast pixel-wise orientation field. The figure below 

illustrates this step in case of a finger traces involved in the system. 
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Fig.5 –  The evaluation of pixel-wise orientation field in the area of interest 

Further we use the field of orientation to provide a logical matrix where pixel-I (I, J) is set to 1 if the angle of 

orientation is less than or equal to π / 2. 

 
Figure 6 – The logical matrix is at the local area of the little orientation that is less or equal to π/2. 

Then we have calculated the output filter to improve the image of the fingerprint. In fact, it is not necessary that 

it be re-counted but we have used the recalculated the image in Figure 3. 

 

 
Fig.7 – The output of the complex filter of the enhanced image of the fingerprint 

Then we have found the maximum value of the output complex filter where image pixels are placed at logical 1. 

[16]Finally all calculated points are subdivided into sub-groups of points that are close to each other. For each 

sub-group we will have a number of candidates and we consider only the sub-group with a number of candidates 

greater than or equal to 3. [17] For each of these sub-groups we have taken into account the group with the 

biggest coordinate. In this sub-group we have taken into account the core point with the biggest x-axis 

coordinate. 
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Fig.8– The image of the fingerprint and the corresponding core point 

At this point we will give the results of simulation in Matlab of the performance of the algorithm used to 

achieve the identification of the fingerprint.[18] 

Below we have shown the chart showing the dependency between the identification number of the ingerprint 

and time in milli-seconds of execution of identification process for each of the 200 fingerprints to consider.[19] 

 
Fig.9 – The chart which expresses the dependency between the number of identification of the fingerprint and 

time in milli-seconds of execution of the identification for each of the 200 fingerprints 

The trend-line is an exponential curve with the following equation: 

                                                                                    y = 36.04 * x
-0.5 

                                                                                      

(3) 

On the other hand, the coefficient of determination is R
2
 = 0.066 which means that the dependency of the 

parameters from each other is in the range 6.6% and the rest remains to be studied and lies in the limitation 

status of this study.[20] 
 

IV. CONCLUSIONS 

In this article we gave the results of the performance of an algorithm designed for the identification of 

fingerprints. Initially, we have shown an introduction that discusses the problems of the present days on the 

threats that led to the development of biometric identification and authentication techniques.[21] 

Secondly, we have treated the design methodology and performance analysis algorithm simulated in Matlab. 

This discussion consisted of two aspects: the description of the steps of the process of identification, the 

transformations incurred by the image of the input fingerprint and performance that perform the algorithm in 

terms of time of execution of identification of each image's track fingertips.[22] 

Finally, we have interpreted the results of the simulations performed in Matlab to identify the finger trace from a 

database of 200 ones. Also, we have taken 200 samples to trace different user fingerprints together with relevant 

performance in the process of identifying each of them. This relationship has undergone exponential regression 

and the respective equation is filed for this regression. The coefficient of determination is 0.066 and it is 

indicates a 6.6% dependency on the parameters which highlights the limits of this article. [23] 

 

 



American Journal of Engineering Research (AJER) 2016 
 

 
w w w . a j e r . o r g  

 
Page 253 

REFERENCES 
1. Friston, K. Statistical Parametric Mapping On-line at: http://www.fil.ion.ucl.ac.uk/spm/ course/note02/ Through discussion of practical 

aspects of fMRI analysis including pre-processing, statistical methods, and experimental design. Based around SPM analysis software 

capabilities. 

2. Hyvarinen, A. Karhunen, J. and Oja, E. Independent Component Analysis, John Wiley and Sons, Inc. New York, 2001. Fundamental, 
comprehensive, yet readable book on independent component analysis. Also provides a good review of principal component analysis. 

3. Shiavi, R Introduction to Applied Statistical Signal Analysis, (2nd ed), Academic Press, San Diego, CA, 1999. Emphasizes spectral 

analysis of signals buried in noise. Excellent coverage of Fourier analysis, and autoregressive methods. Good introduction to statistical 
signal processing concepts. 

4. Hubbard B.B. The World According to Wavelets (2nd ed.) A.K. Peters, Ltd. Natick, MA, 1998. Very readable introductory book on 

wavelengths including an excellent section on the foyer transformed. Can be read by a non-signal processing friend. 
5. Strang, G and Nguyen, T. Wavelets and Filter Banks, Wellesley-Cambridge Press, Wellesley, MA, 1997. Thorough coverage of 

wavelet filter banks including extensive mathematical background. 

6. Sonka, M., Hlavac V., and Boyle R. Image processing, analysis, and machine vision. Chapman and Hall Computing, London, 1993. A 
good description of edge-based and other segmentation methods. 

7. Boashash, B. Time-Frequency Signal Analysis, Longman Cheshire Pty Ltd., 1992. Early chapters provide a very useful introduction to 

time–frequency analysis followed by a number of medical applications. 
8. Ingle, V.K. and Proakis, J. G. Digital Signal Processing with MATLAB, Brooks/Cole, Inc. Pacific Grove, CA, 2000. Excellent 

treatment of classical signal processing methods including the Fourier transform and both FIR and IIR digital filters. Brief, but 

informative section on adaptive filtering. 
9. Bruce, E. N. Biomedical Signal Processing and Signal Modeling, John Wiley and Sons, New York, 2001. Rigorous treatment with 

more of an emphasis on linear systems than signal processing. Introduces nonlinear concepts such as chaos. 
10. Jackson, J. E. A User’s Guide to Principal Components, John Wiley and Sons, New York, 1991. Classic book providing everything 

you ever want to know about principal component analysis.  

11. Boudreaux-Bartels, G. F. and Murry, R. Time-frequency signal representations for biomedical signals. In: The Biomedical Engineering 
Handbook. J. Bronzino (ed.) CRC Press, Boca Raton, Florida and IEEE Press, Piscataway, N.J., 1995. This article presents an 

exhaustive, or very nearly so, compilation of Cohen’s class of time-frequency distributions. 

12. Akansu, A. N. and Haddad, R. A., Multiresolution Signal Decomposition: Transforms, subbands, wavelets. Academic Press, San 
Diego CA, 1992. A modern classic that presents, among other things, some of the underlying theoretical aspects of wavelet analysis. 

13. Boashash, B. and Black, P.J. An efficient real-time implementation of the Wigner-Ville Distribution, IEEE Trans. Acoust. Speech Sig. 

Proc. ASSP-35:1611–1618, 1987. Practical information on calculating the Wigner-Ville distribution. 
14. Haykin, S. Adaptive Filter Theory (2nd ed.), Prentice-Hall, Inc., Englewood Cliffs, N.J., 1991. The definitive text on adaptive filters 

including Weiner filters and gradientbased algorithms. 

15. Marple, S.L. Digital Spectral Analysis with Applications, Prentice-Hall, Englewood Cliffs, NJ, 1987. Classic text on modern spectral 
analysis methods. In-depth, rigorous treatment of Fourier transform, parametric modeling methods (including AR and ARMA), and 

eigenanalysis-based techniques. 

16. Kak, A.C and Slaney M. Principles of Computerized Tomographic Imaging. IEEE Press, New York, 1988. Thorough, understandable 
treatment of algorithms for reconstruction of tomographic images including both parallel and fan-beam geometry. Also includes 

techniques used in reflection tomography as occurs in ultrasound imaging. 

17. Rao, R.M. and Bopardikar, A.S. Wavelet Transforms: Introduction to Theory and Applications, Addison Wesley, Inc., Reading, MA, 
1998. Good development of wavelet analysis including both the continuous and discreet wavelet transforms. 

18. Stearns, S.D. and David, R.A Signal Processing Algorithms in MATLAB, Prentice Hall, Upper Saddle River, NJ, 1996. Good treatment 

of the classical Fourier transform and digital filters. Also covers the LMS adaptive filter algorithm. Disk enclosed. 
19. Cohen, L. Time-frequency distributions—A review. Proc. IEEE 77:941–981, 1989. Classic review article on the various time-

frequency methods in Cohen’s class of time–frequency distributions. 

20. Cichicki, A and Amari S. Adaptive Bilnd Signal and Image Processing: Learning Algorithms and Applications, John Wiley and Sons, 
Inc. New York, 2002. Rigorous, somewhat dense, treatment of a wide range of principal component and independent component 

approaches. Includes disk. 

21. Johnson, D.D. Applied Multivariate Methods for Data Analysis, Brooks/Cole, Pacific Grove, CA, 1988. Careful, detailed coverage of 
multivariate methods including principal components analysis.  

22. Ferrara, E. and Widrow, B. Fetal Electrocardiogram enhancement by time-sequenced adaptive filtering. IEEE Trans. Biomed. Engr. 

BME-29:458–459, 1982. Early application of adaptive noise cancellation to a biomedical engineering problem by one of the founders 
of the field.  

 

  

 

 

http://www.fil.ion.ucl.ac.uk/spm/

