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Abstract:The FTIR and coefficient of viscosity for Cashew/Khaya blends in deionized water were measured, 

the changes in specific viscosity of the blends with corresponding effect of temperature and ionic salts, i.e. KCl, 

KBr and AlCl3 were modeled. The measured parameters were used to estimate other related physical quantities 

using Huggins, Tanglertpaibul and Rao, Frankel-eyring and Arrhenuis-frankel models etc. these quantities 

includes the intrinsic viscosity (η), conformation parameter (blaw), standard Enthalpy and Energy change of 

blend flow (∆H and ∆E), Huggins parameter (K), Interaction parameter (bm1) were proposed by Higiro et al., 

to identify the molecular conformation and the interaction arising in solution of gum blends. The peculiar 

deviation confirmed the structural changes in the solution of the blends, while the FTIR confirmed the formation 

of physical blends. 

 

Keywords: Viscosity, polymer blends, Cashew gum (AO), Khaya gum (KS), molecular interaction, FTIR 

 

I. INTRODUCTION 
Polymer blending provide a wide range of benefits which are of importance in aiding the engineering 

of new materials, some of this benefits includes Improved process-ability, product uniformity, scrap reduction, 

Quick formulation changes, Inherent recyclability of products, etc. (Rhoo et al., 1997; Stephen et al., 2000;). 

The miscibility of polymer blends depends on the balance of small enthalpic and non-configurational entropic 

effects and the Sensitivity of this balance to small variation of the macromolecular structure is illustrated in the 

series of papers on miscibility of model polyolefins Rabeony et al.,1998.The term gum is generally applied to a 

wide variety of colloidal substances that are similar in appearance and have peculiar characteristics (Columbia 

Encyclopedia, 2006). Ghani (1988) described gums as a group of non- crystalline polysaccharides which usually 

contain sugars such as mannose and galactose and their uronic acid derivatives, although in practical terms, 

gums are defined as molecular structures, tending to high molecular mass, usually with colloidal properties, 

which in an appropriate solvent produce gels or suspensions of high viscosity or solutions of low matter content 

that can absorb water at ten times their weight. (Umoren et al., 2006d). 

 

Plant gums are obtained as an exudation from fruit, trunk or branches of the trees spontaneously or 

after mechanical injury of the plant by incision of the bark, the exudates become hard nodules or ribbons on 

dehydration to form a protective sheath against microorganism, an example of these gums includes cashew gum 

(Anacardium occidentale) and khaya gum (Khaya senegalenses) have been found to show promising properties 

for both industrial and pharmaceutical applications.Khaya senegalensis commonly called African mohagany in 

English, ‘Homra’ in Arabic, ‘Dalehi’ in Fulani, ‘Madaci’ in Hausa, ‘ono’ in Igbo and ‘ogonowo’ in Yoruba, 

belongs to the Family, Meliaceae, itis a tall plant of 15-30 meters in height and about 1 meter in diameter, 

which is easily recognized by its ever green crown, while itsgum occur in long, thin glass-like translucent 

fragments. The gum which is dark brown, is known to contain highly branched polysaccharides consisting of D 

galactose, Lrhamnose, D-galacturonic acid and 4-O-methyl-D-glucoronic acid (Aspinall and Bhattacharjee, 

1970).Khaya gum has been evaluated as a directly compressible matrix system for controlled release. The 

findings suggested that the gum could be useful in the formulation of sustained release tablets for up to 5 hrs 

and may provide a time independent release for longer periods when appropriately combined with HPMC 

(Oluwatoyin, 2006).Cashew tree (Anacardium occidentale L.) resin is synthesized in the epithelial cellslining 

pockets or canals and then secreted into these internalcavities. The gum is similar to gum arabic and may beused 
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as to a substitute for liquid glue for paper, in the pharmaceutical/cosmetic industry and as an agglutinant for 

capsulesand pills Bovin (1998), De Paula et al (1998) and Amadeo et al (2003). The major cations of 

A.occidentale L. are K
+
, Na

+
, Ca

+2
 and Mg

+2
. The crude A.occidentale gum, containing these cations tends to be 

naturally transformed into Na salt, after purification or dialysis against NaCl 0.15 M [De Paula et al (1998), 

Charlwood et al (1998), Carver (1997) and León de Pinto (1994)]. The cost of polymer or gum production is 

virtually fixed by the material and the compounding method and the economy depends on blend’s morphology, 

tailored for a specific application, hence the objective of this study was to explore the effect of ionic 

environment on the interaction of  the selected plant gums in dilute solution as well as other conditions: 

temperature, salt, acid etc. A sensitive rheometry technique was employed to capture this interaction. Different 

intrinsic-viscosity models and the elastic component for the gum blends was used to determine any 

conformational change or interaction occurring between the gums. 

The results in this study aid us in improving on the quality or properties of this gums by 

carefullymodeling their behaviours when saltsare added to the gum blends as well its effect on the blends elastic 

component. 

 

II. MATERIALS: 
Crude Khaya senegalensis (chewstick tree) gum was obtained as dried exudate from theparent tree 

grown at Kanya babba village in Bubura local Government Area of Jigawa State, the gum was collected around 

mid-November during the day time. The plant material had earlier been identified and authenticated and 

assigned a voucher number 872 in the herbarium Department of Biological Sciences of Ahmadu Bello 

University Zaria, whilethe crude Anacardium occidentale Lgum was obtained as dried exudate from its parent 

tree grown in Ahmadu Bello university Zaria, close to the postgraduate school. 

 

III. PURIFICATION OF THE GUM: 
The procedure adapted for the purification of the gum was that of Femi – Oyewo et al., (2004) but with 

some modifications. The gums were dried in an oven (BS Size 3, Gallenkamp) at 40
o
C for 2hrs and their 

sizereduced using a blender (Model. MJ-176 NR, Matsushita Electric Industrial Co., Ltd. Osaka, Japan). It was 

hydrated in double strength chloroform (Sigma-Aldrich, Germany) water for five days withintermittent stirring 

to ensure complete dissolution of the gum and then strained through a75μmsieve to obtain particulate free slurry 

which was allowed to sediment. Thereafter, the gumswere precipitated from the slurry using absolute ethanol 

(Sigma-Aldrich, Germany), filtered and defatted with dried flakes. The precipitate was dried in the oven at 40 

for 48 hours. The dried flakes were then pulverized using a blender and finally stored in an air tight container. 

 

Preparation of Polymeric Blends: 

Ternary solutions for the present system were prepared by mixing the calculated quantity of polymer 

solutions in different weight ratios up to the concentration of 1.0% (w/v). Dilutions to yield four lower 

concentrations were made by adding appropriate aliquots of solvent.    To study the interaction between the 

gums, the following treatments were considered: Anacardium occidentale L (AO) 100%, Khaya senegalensis 

(KS) 100%, KS 80%- AO 20%, KS 60%- AO 40%, KS 50%-AO 50%, KS 40%-AO60%, KS 20%-AO80%. 

 

Effects of Temperature, Concentration And Salt Changes on Viscosities of Gums: 

The Ostwald viscometer was used as described by Higiro et al., 1 % w/v concentrations of each of the 

gums were prepared and their viscosities at temperature range (30-70) 
o
C were determined. Another 1 %w/v 

concentrations of each of the gums were studied with different concentrations of KCl, AlCl3, KBr i.e, (0.2, 0.4, 

0.6, 0.8 and 1.0M). Viscosity values of the blends and the pure gums at different concentrations of the salts as 

well as temperature were measured. 

 

IV. FTIR ANALYSIS: 
FTIR analyses of thegums were carried out using (Scimadzu FTIR-8400S) Fourier transform infrared 

spectrophotometer. The sample was prepared using KBr and the analysis was done by scanning the sample 

through a wave number range of 400 to 4000cm-1. 

 

RHEOLOGICAL PROPERTIES: 

The elastic and viscous components of each gum solution and of the blends were measured as a 

function of shear viscosity by using an Ostwald viscometer.   

Rheological measurements were carried out at 20
o
C by using a temperature- controlled circulating water bath 

(Haake DC5, Gebr. Haake GmbH, Karlsruhe, Germany). 

Microsoft Excel 2007 (Microsoft Corporation, Seattle, WA) was used to plot viscosities against 
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concentrations, as well as to obtain linear regression lines with the corresponding equations and correlation 

coefficients (R
2
), to assess the best model. 

 

 

V. DETERMINATION OF INTRINSIC VISCOSITY: 
The intrinsic viscosity [𝜂] is a measure of the hydrodynamic volume occupied by a macromolecule, 

which is closely related to the size and conformation of themacromolecular chains in a particular solvent (Lai 

and Chiang, 2002). The intrinsic viscosity [𝜂] is determined experimentally from measurements of the viscosity 

of very low concentration (C) solutions. Denoting solution and solvent viscosity as, respectively, 𝜂solution and 

𝜂solvent,  

[𝜂] is defined by the following relationships: 

Relative viscosity: 𝜂𝑟𝑒𝑙 =
𝜂𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛

𝜂𝑠𝑜𝑙𝑣𝑒𝑛𝑡
………………………………. (1) 

Specific viscosity: 𝜂𝑠𝑝 = 𝜂𝑟𝑒𝑙 − 1               ……………………………… (2) 

Intrinsic viscosity:  𝜂 = lim𝐶→0
𝜂𝑠𝑝

𝐶
                                ……………………………… (3) 

The intrinsic viscosity can be obtained by measuring specific viscosities at different concentrations at 

the same shear-rate, and extrapolating the course of specific viscosity to infinite dilution (Heitmann and 

Mersmann, 1995). The intrinsic viscosity [𝜂] is, therefore, obtained by extrapolating data to zero concentration 

by using a linear regression, which will be called the graphic double-extrapolation procedure (GDEP) in this 

study. McMillan (1974) showed that 
𝜂𝑠𝑝

𝐶
 also called reduced viscosity, could be written in the form of a Huggins equation (Huggins, 1942) 

𝜂𝑠𝑝

𝐶
=  𝜂 + 𝐾𝑙 𝜂 2𝐶  …………………………………………. (4) 

where 𝑘𝑙 is the Huggins constant. The determination of the intrinsic viscosity is, therefore, the extrapolation of 

reduced viscosity to the value at zero solute concentration.  The extrapolations are usually done in very dilute 

regimes (C C*) with relative viscosity values between 1.2 and 2.0, the corresponding specific viscosities 

being between 0.2 and 1.0 (Da Silva and Rao, 1992). C* is defined as the overlap concentration, the transition 

from the dilute to the semi-dilute region which mark the onset of polymer entanglement (Launay, Cuvelier, and 

Martinez- Reyes, 1997). In the present work, gum solutions were therefore diluted to be within the described 

range. In addition, McMillan (1974) reported that the intrinsic viscosity 

could be obtained from the Kraemer equation (Kraemer, 1938) by extrapolation to zero concentration (C) 
ln  𝜂𝑟𝑒𝑙

𝐶
=  𝜂 + 𝑘𝑙𝑙  𝜂 2𝐶 ………………………………………………… 5 

where 𝑘𝑙𝑙  is the Kraemer constant. For very dilute solutions, however, Eq. (5) can be shortened by 

retaining only the first-order term, and  𝜂  can be determined from the slope of a plot of C against ln𝜂𝑟𝑒𝑙  
(Sornsrivichai, 1986). 

McMillan (1974) showed that methods of determination of the intrinsic viscosity that were based on slopes of 

plots had higher correlation coefficients and lower standard errors, compared with those based on intercepts of 

plots. 

On the basis of such findings, Tanglertpaibul and Rao (1987) used the following equations to obtain the intrinsic 

viscosity of tomato serum: 

𝜂𝑟𝑒𝑙 = 1 +  𝜂 𝐶   …………..………………………..(6) 

The intrinsic viscosity [𝜂] is the slope obtained by plotting𝜂𝑟𝑒𝑙𝑣𝑠.𝐶 

𝜂𝑟𝑒𝑙 = 𝑒 𝜂 𝐶…………………………………………(7) 

The intrinsic viscosity [𝜂] is the slope obtained by plotting 

ln𝜂𝑟𝑒𝑙  vs. C 

𝜂𝑟𝑒𝑙 =
1

1− 𝜂 𝐶
…………………………………......….(8) 

The intrinsic viscosity is the slope obtained by plotting 

1 −
1

𝜂𝑟𝑒𝑙
vs. C. 

The intrinsic viscosity [𝜂] was estimated based on the slope of 𝜂𝑠𝑝  vs. C for polyelectrolytes, as 

suggested by Chou and Kokini (1987); this is similar to the method discussed in Eq. (6). Chou and Kokini 

(1987) reported that when there is essentially no molecular interaction, as in dilute solutions, the second term of 

the Huggins equation (Eq. (4)) is negligible, and a plot of 𝜂𝑠𝑝against concentration is linear. In this study, the 

intrinsic viscosity in the dilute domain was estimated on the basis of Eqs. (3), (6), (7), and (8), and the four 

methods were statistically compared for a better fit. 

The intrinsic viscosity of the gum samples was determined in distilled water. The gum solutions were 
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prepared by dispersing 10 mg of each of the gum sample (db, dry basis) separately in 100 ml of the distilled 

water at room temperature and mixing with magnetic stirring overnight. 2 ml of solution was transferred into an 

Ostwald viscometer which was immersed in a precision water bath to maintain the temperature at 25.0±0.1 
o
C 

and after equilibration for 10 minutes, the flow time was determined between the two etched marks. Serial 

dilution was performed in situ and three readings were taken for each dilution and averaged. The relative 

viscosity (𝜂𝑟𝑒𝑙 ) would be calculated using the equation 

𝜂𝑟𝑒𝑙 =
𝑡 − 𝑡0

𝑡0

 

Where 𝑡 is the flow time of gum solution in seconds, 𝑡0is the flow time of solvent (water) in seconds. 

 

VI. DETERMINATION OF THE MOLECULAR CONFORMATION AND POLYMER 

INTERACTION: 
The power-law equation 

𝜂𝑠𝑝 = 𝑎𝐶𝑏………………………………………………………9 

Was used to estimate the exponent b from the slope of a double logarithmic plot of 𝜂𝑠𝑝  against concentration, 

and provides an indication of the conformation of polysaccharides (Lai, Tung, and Lin, 2000). To determine the 

gums interaction, the verified theory (Chee, 1990; Sun, Wang, and Feng, 1992), based on the classical Huggins 

equation expressing the specific viscosity (𝜼𝒔𝒑) of a polymer as a function of polymer concentration C, was 

used 
𝛈𝒔𝒑

𝑪
=  𝛈 + 𝒃𝑪……………………………………………………10 

and 

𝒃 = 𝑲 𝛈 𝟐………………………………………………………...11 

Where [η] is the intrinsic viscosity, and b and K are Huggins parameters. Chou and Kokini (1987) 

reported that for dilute solutions, the term bC from Eq. (11) is negligible, and the plot of the specific viscosity 

against the concentration gives a straight line. The term b was approximated from the small intercept value of 

the plot of specific viscosity against the concentration (Higiro, Herald, and Alavi, 2006). 

According to this theory, the following equation applies to a ternary polymer–polymer–solvent dilute solution, 

in which there is no aggregation between molecules 

𝜶 = 𝒃𝒎 −   𝒃𝟏𝑾𝟏 +  𝒃𝟐𝑾𝟐 
𝟐
……………………………12 

Where bm, b1, andb2 are the Huggins coefficients for blend, polymer 1, and polymer 2, respectively. W i 

is the weight fraction of polymer i in the polymer blend (i = 1 or 2). The equation may be used to provide 

qualitative information on polymer–polymer interaction: two polymers are attractive in solution when 𝛼 ≥ 0, 

whereas they are repulsive when 𝛼< 0 (Wang, Sun, and Wang, 2001). 

Three types of interaction contribute to the value of bm for a ternary polymer–polymer–solvent interaction 

(Cragg and Bigelow, 1955) 

 

1. Long-range hydrodynamic interaction of pairs of single molecules: 

𝒃𝒎𝟏 = 𝒃𝟏𝑾𝟏
𝟐 + 𝒃𝟐𝑾𝟐

𝟐 + 𝟐 𝒃𝟏𝒃𝟐𝑾𝟏𝑾𝟐 

=   𝒃𝟏𝑾𝟏 +  𝒃𝟐𝑾𝟐 
𝟐
……………………………13 

Where bi is the Huggins parameter b for component i (i = 1 or 2). Wi is the weight fraction of polymer i in the 

blend. 

2. The formation of double molecules. This assumes actual contact: 

𝒃𝒎𝟐 = 𝐤𝑰  𝛈 𝟏 −  𝛈 𝟐  ……………………………………14 

Where [η]1 and [η]2 are intrinsic viscosities of double- and single-molecule species, respectively, and K
1
 is a 

constant. In the absence of aggregation between molecules and at sufficiently low concentrations (C  C*), 

this term is neglected. 

3. Intermolecular attraction or repulsion: 

𝒃𝒎𝟑 = 𝜶 …………………………………………………………………15 

Where  𝛼 ≥ 0 means attraction, whereas 𝛼< 0 means repulsion. 

 

Therefore, 

𝒃𝒎 = 𝒃𝒎𝟏+𝒃𝒎𝟐 + 𝒃𝒎𝟑 ≈ 𝒃𝒎𝟏+ 𝒃𝒎𝟑  ………………………………….16 

𝒃𝒎 =   𝒃𝟏𝑾𝟏 +  𝒃𝟐𝑾𝟐 
𝟐

+ 𝜶……………………………………….17 

𝜶 = 𝒃𝒎 −   𝒃𝟏𝑾𝟏 +  𝒃𝟐𝑾𝟐 
𝟐
……………………………………18 
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By measuring bm from the Huggins equation for polymer– polymer–solvent solution, a was calculated and the 

interaction was characterized. 

 

Statistical Analyses 

A two-way factorial design was used to generate the best-fitting intrinsic viscosity model. For each 

gum blend as well as for the effects of these three salts (KCl, KBr and AlCl3) at the concentration (10g/dm
3
 or 

1g/dl) were compared for the intrinsic viscosity, the elastic component, the molecular conformation coefficient 

b, the miscibility coefficient a, and the Huggins coefficient K, in a factorial design. In each instance, the 

analysis of variance and means comparison were conducted by the general linear models procedure (Proc 

GLM), with Statistical Package for social science (version 16.0). Comparisons among treatments were analyzed 

by using Duncan and Tukey significant test, with a significance level at P < 0.05 

 

VII. RESULTS AND DISCUSSION: 
In order to successfully study the trend in the specific viscosity as a result of addition of inorganic salt, 

a uniform concentration of the gums were maintained at (1.0 g/dl) while that of the salts chosen were varied 

from (0.20-1.00 g/dl). The AO-KS blends viscosity decreased when KCl and KBr where added with an 

exception of 80:20 and 60:40, which increased as the concentration of the salts were added. The blends of 

AO:KS increased in specific viscosity when AlCl3 was added (fig 3), whereby a pronounced increase was 

noticed for 40:60 and 50:50 blends when the concentration added increases between 0.4 – 0.6 g/dl, while a 

continuous smooth decrease was noticed for 80:20 and 60:40 blends. Due to impracticability in the obtaining a 

good regression model for the AO:KS blends when these salts are added it would be difficult to generate an 

intrinsic viscosity at these conditions, Lai et al. (2000) reported similar results when determining the intrinsic 

viscosity of hsian-tsao leaf gum in different salt solutions. Lapasin and Pricl (1995) reported that non-ionic 

polysaccharides (i.e., LBG) exhibited linear plots of lower slope, whereas ionic polysaccharides (i.e., xanthan) 

displayed a sharp increase in slope, possibly due to expanded coil dimensions and electrostatic repulsion 

between chain segments, dependence upon concentration was observed, with the appearance of a maximum, 

becoming more pronounced and shifting to the left. Without salt addition, the specific viscosity of the gums 

increased steadily with dilution, and very rapidly at high dilution. Our results showed an increase of specific 

viscosity/concentration for 95% of all the blends when AlCl3 was added and decreased for the other salts used 

except AO:KS (80:20 and 60:40) in some salt concentrations. 

 

As shown in fig 1, 2 and 3, the hydrodynamic behavior of Khaya senegalenses and Anacardium 

occidentale blends was strongly affected by ion types and ion concentrations. Within each gum blend, trivalent 

ions from AlCl3 showed a more pronounced effect on the specific viscosity, compared with monovalent ions 

from KCl and KBr. The increase in ionic strength of the three salts from 0.2 to 1 caused a significant increase in 

specific viscosity for all gum blends. The specific viscosity increased by more than 30% of the value obtained 

with the pure gums and their blends when only 1g/dl salt was added to the gum blends. 

 

 
Fig 1: Variation of relative viscosity of the blend  AO:KS  with concentration of the blends at room temperature 
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Fig. 2: Variation of specific viscosity of the blend Ao:Ks with temperature 

 

 
Fig. 3: Variation of specific viscosity of Ao:Ks gum blends with concentration of KCl 
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Fig. 4: Variation of specific viscosity of the blend AO:KS with concentration of KBr 

 

 
 

Fig. 5: Variation of specific viscosity of the blend AO:KS with increasing concentration of AlCl3
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VIII. INTRINSIC VISCOSITY: 
The intrinsic viscosity determined for all the pure gums and their blends had an increase in relative 

viscosity which was observed as the concentration increases (Table 1), but a more pronounced increase in 

relative viscosity was evident for concentrations more than 0.4 g/dl. The GDEP therefore failed to generate the 

intrinsic viscosity for the pure gums and their blends since the datas generated did not fit with the linear 

regression model. The Huggins and Kraemer plots did not provided a better fit and, therefore, Tanglertpaibul 

and Rao plot was used, it was found to have the best fit (Chou and Kokini, 1987; Tanglertpaibul and Rao, 1987), 

this was done to determine the intrinsic viscosity by plotting ηrel vs. C. Straight-line relationships with large 

linear regression coefficients were obtained for all the gums. McMillan (1974) reported that methods of 

determination of intrinsic viscosity based on slopes of plots had larger correlation coefficients and smaller 

standard errors than those based on intercepts of plots. The values of the intrinsic viscosities resulting from 

these models differed, but showed similar trends, the intrinsic viscosity values calculated by using 

Tanglertpaibul and Rao plot was chosen as the best model for intrinsic viscosity determination because it 

showed a better linear fit, with higher correlation (R
2
) for all blends.The intrinsic viscosity calculated for the 

blend AO:KS (20:80) had the highest intrinsic viscosity value at 44.31 dl/g, the value was seen to be lower than 

the intrinsic viscosity of  a pure Khaya gum, but significantly higher than that of a pure cashew gum, which was 

found to be 6.31 dl/g this trend was found to decrease slightly as the composition of cashew gum was added. 

This shows that at precise blend combinations a synergism is archived which could have been as result of some 

interaction between the polymeric materials found within both gums. 
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Fig. 6: Tanglertpaibul and Rao plot for the blends of AO:KS with concentration 
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Table 1: The intrinsic viscosity calculated from the slope of Tanglertpaibul and Rao (1987) plot are given below 

as 

 

 

GUM BLENDS  

 

INTRINSIC VISCOSITY 

(dl/g)  

R2 

AO 6.31  ±  0.01 0.915 

KS 59.02  ± 0.02 0.912 

AO:KS (80:20) 41.41  ±  0.01 0.809 

AO:KS (60:40) 36.37  ±  0.14 0.689 

AO:KS (50:50) 16.52  ±  0.02 0.968 

AO:KS (40:60) 33.71  ±  0.01 0.764 

AO:KS (20:80) 44.31  ±  0.01 0.874 

 

The Results are expressed as mean  ±  SD for three replications. The means were found to be significantly 

different (p < 0.05) 

 

IX. Thermodynamic Parameters And Polymer Conformation: 
Temperature has an important influence on the flow behavior of plant gum sample content 

hydrocolloids. Since different temperatures are usually encountered during processing of hydrocolloids, their 

rheological properties are studied as a function of temperature. The Arrhenius equation to a great extent explains 

the relationship between the temperature and viscosity. The viscosity is dependent up on the intermolecular 

distances. As the temperature is increased, the intermolecular distances increase and therefore the viscosity will 

decrease for these main reasons. The viscosity is a function of temperature and the equation is given below 

𝒍𝒏  =    𝒍𝒏𝑨  +    
𝑬𝑭

𝑹𝑻
………………………………….19 

Equation 19 revealed that a plot of ln versus 1/T should be linear with slope and intercept equal to EF 

and lnA respectively. Activation parameters deduced from the plots are presented in Table 2. The results 

obtained indicated excellent correlation through R
2
 values. The calculated values of EF were 6.28 and 10.05 

kJ/mol for AO and KS pure gums respectively. The activation energy for the blend flow was found to be highest 

in (80:20) with the value of 8.424KJ/mol, this value was found to decrease with increase in composition of 

khaya gum, but a change in trend was noticed from the 40:60 to 20:80 of the AO:KS blend.It has been found 

that low activation energy of flow indicates few inter- and intra-interactions between polysaccharide chains in 

the concentration range investigated and that the higher the value of EF, the less sensitive is the polymer to 

temperature change (Shaikh et al., 2011; Nair et al., 2002). Hence the change in trend maybe associated with 

some other polymeric constituent of the KS gum that promoted interaction within the blend as its composition 

was increased, this result suggests the use of the blends (40:60 and 20:80) at higher temperature in food or drugs 

application. 

 According to Acevedo and Katz (1990), thermodynamic parameters of viscous flow can be calculated 

using the Frenkel-Eyring equation in the form,  

𝒍𝒏  =      𝒍𝒏𝑨 −
∆𝑺𝑽

𝑹
   +    

∆𝑯𝑽

𝑹𝑻
…………………………..20 

where A is the pre-exponential factor, R is the universal gas constant, T is the absolute temperature,  ∆𝑆𝑉and 

∆𝐻𝑉  are the entropy and enthalpy changes of viscous flow. From equation 20, a plot of 𝑙𝑛 versus 1/T is 

expected to be linear with slope and intercept equal to 
∆𝐻𝑉

𝑅
 and     𝑙𝑛𝐴 −

∆𝑆𝑉

𝑅
  respectively. Values of Frenkel-

Eyring flow parameters deduced from the plots are also presented in Table 2.  Calculated values of ∆𝑯𝑽 were 

found to be positive. This indicates the attainment of the transition state for viscous flow is accompanied by 

bond breaking. 

 

The enthalpy change and activation energy of melt flow were accounted for using the Arrhenius-

frenkel and frenkel-eyring model respectively (Ravindranatha, 2002)   
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Table 2: shows the values for ΔH and Ef for the gums and their blends 

 

GUM BLENDS  ΔH (KJ/mol)  Ef (KJ/mol)  Gum Conformation blaw 

AO 14.477 6.2872 rod-like 0.730  

KS 23.160 10.0581 random coil 1.715  

AO:KS (80:20) 19.398 8.4244 random coil 1.414  

AO:KS (60:40) 13.657 5.9316 random coil 1.482  

AO:KS (50:50) 8.816 3.8293 rod-like 0.809  

AO:KS (40:60) 14.156 6.1480 rod-like 0.889  

AO:KS (20:80) 19.040 8.2691 random coil 1.028  

 

 

The power-law equation is used to estimate the exponent b from the slope of double logarithmic plot of against 

concentration, which provides an indication of the conformation of polysaccharides (Lai, tung, and lin, 2000), 

If b>1, then suggest random coil conformation (lapasin and pricl, 1995) and  when b<1 is for rod-like 

conformation (lai and chiang, 2002) .Khaya gum molecule has a random coil conformation, while the pure 

cashew gum had a rod-like conformation, the conformation of the blends changes from a random coil 

conformation to rod-like conformation as the composition of Khaya gum was increased. This trend was found to 

confirm the formation of a blend or an existing interaction within the dilute solution of the blends. 

 

Table 3:Shows the calculated Huggins parameter and hydrodynamic interaction of the gums. 

 

GUM BLENDS  Huggins 

Parameter K 

Interaction Type bm1 Α 

AO 0.3066 no aggregation   

KS 0.0001 no aggregation   

AO:KS (80:20) 0.0048 no aggregation 8.3452 -0.155 

AO:KS (60:40) 0.0075 no aggregation 5.2399 4.760 

AO:KS (50:50) 0.0035 no aggregation 3.9570 -3.007 

AO:KS (40:60) 0.0035 no aggregation 2.8539 1.176 

AO:KS (20:80) 0.0024 no aggregation 1.1872 3.612 

 when 𝑏𝑚1 ≥ 0, whereas they are repulsive when 𝑏𝑚1< 0 (Wang, Sun, and Wang, 2001) 

 

Table 3 summarizes the nature of interaction as well the hydrodynamic behavior of the blends, it shows 

that for all the blends the calculated value of the Huggins parameter was found to be less than unity, which 

according to higiro et al., indicates that no aggregation exists in the blends, but their affinity for water increased 

as the composition of cashew gum (AO) gum was increased, this was found to be evident in the interaction 

parameter bm1  

 

X. FTIR STUDY OF THE GUMS: 
The use of infrared spectroscopy for the characterization of polymer blends is extensive, coleman et al., 

1991. The IR spectra fig 7, shows the graphical representation of the frequencies of radiation absorbed and the 

percentage transmittance. Very strong bands which occur at 2854-3008cm
-1

 in the gums can be mostly attributed 

to absorption of CH stretch and CH2- asymmetric stretch in aliphatic groups closer to those bands. C-O stretch 

vibration due to carboxylic acid, alcohol and ester was noticed at 1054.13 cm
-1

 and the characteristic peak at 

1381 cm
-1

 was attributed to O-CH3 deformation, while the peak at 755 cm
-1

 was due to the CH2 rocking mode of 

vibration.The (C-C) vibrational mode appeared at 1514 cm
-1

, while peak at 1083 cm
-1

 was attributed to C-C-C 

bending vibrational modes. The FTIR spectra of AO:KS blends (80:20, 60:40, 50:50, 40:60 and 20:80 %w/w) 

composition respectively showed that the blends did not indicate the existence of any chemical interaction 

between the components, although thorough analysis of the IR spectra for these blends showed a decrease in the 

transmittance of the carbonyl group, as well as other vibrational modes in the blend when the composition of 

khaya gum in the blend was increased 
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Fig. 7: FTIR spectrum of the gum blends of Khaya senegalenses and Anacardium occidentale gum 
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ABSTRACT: Literature is scanty on how to understand the dynamics of media stock and Factors that affect 

them. An algorithm with variables accounting for changes is developed. This algorithm will help in generating 

automatic trade signals and to create superior profits vis a vis individual speculation. Algorithmic trading 

improves market efficiency with higher liquidity and better price discovery. It improves the informative-ness of 

the quotes. Focus on control or regulatory structure is also addressed on media stocks. The relative superiority 

of supervised and unsupervised learning is undertaken. 

KEY WORDS: Media stocks, algorithmic design, eigen vector, covariance matrix, control theory, hidden 

markov, trading rules. 

I. INTRODUCTION 
 Media stocks are becoming a key factor in stock market analysis in the context of a burgeoning 

knowledge economy. While fundamentals will help explain the movement of robust economic and financial 

factors, stock market analysis and technical analysis will justify results, positive or negative and throw 

interpretative light on fundamentals. Algorithmic approach is being used frequently to show whether 

mathematical/ algebraic manipulation can help factor in more relevant variables along with a control structure 

for regulatory freedom that is available to regulators. 

II. LITERATURE REVIEW 
Fischer,Thomas (2011), News Reaction in Financial Markets within a Behavioral Finance Model with 

Heterogeneous Agents Algorithmic Finance 1 (2011) 123–139 IOS Press 

The paper introduces the phenomenon of under reaction and overreaction in the market by using heterogeneous 

agent model
[a]

 and stability in the prices are assessed using control theory. The basic model in this assumes two 

agents chartist and fundamentalist whose demand functions are arrived at by using mean variance portfolio 

optimizations
[c]

. Different agents differ in their weights which is derived by multinomial logit model
 [see appendix]

. 

The expectation of chartists and fundamentalist are modeled based on knowledge of true fundamental value and 

moving average rule respectively
[d]

. 

The classical control theory is then applied to the model with several simplification to take care of non-

linearity
[e]

.
  

When variables are observed in frequency domain, we get for first order fundamentalist system. 

Under reaction stronger when  

 Price adjustment
[b]

 speed is low 

 Low aggressiveness of fundamental agent 

 High overall risk aversion 

For second order chartist system 

1) Under reaction  

 Low Price adjustment speed 

 Low aggressiveness of fundamental agent 

 High overall risk aversion 
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 Low aggressiveness of chartist agent 

2) Overreaction 

 High Price adjustment speed  

 Low liquidity  

3) Instability 

 High price adjustment speed 

 High chartist aggression 

 Low overall risk aversion 

 

 

 

 

Wieland Cristian, Westerhoff Frank H.  (2003) Exchange rate dynamics, central bank interventions and 

chaos control methods Journal of Economic Behavior & Organization Vol. 58 (2005) 117–132 

 The paper shows the usefulness of chaos control algorithms in improving the effectiveness central bank 

intervention in controlling the exchange rates
[a]

. It basically goes into 3 different chaos control methods namely 

OGY (ott-Grebogi-yorke), DFC (delayed feedback control), and CF (constant feedback) 
[see appendix]

. The two 

strategies studied here are “leaning against the wind” and “targeting long run fundamentals”. 

The performance of central bank is measured through volatility
 [see appendix]

 and distortion.  

OGY : Small wisely chosen swift kicks in the form of intervention tends to bring it near the desired unstable 

periodic orbit
[b]

. The level of intervention in the small neighborhood is determined using the intervention level 

of the central bank. However, leaning against the wind fails to calm down the exchange rates. 

DFC : The feedback 
[see appendix]

 perturbation applied is proportional to the deviation of the current state of the 

system from one period in past so that the control signal
[c]

 vanishes when stabilization is achieved. 

CF : It simply varies the strength of the constant signal fed
[c]

 in the system in the form of intervention of bank. 

Choice of the type of signal positive or negative depends on the response of the system to the previously applied 

signal. Thus it helps a nation in carrying out “beggar thy neighbor” policy 
[see appendix]

.  

[a] The exchange rate p for period t + 1 is given as pt+1 = pt + cE[pt ], 

[b] Periodic orbit which is dynamically unstable. 

[c] Intervention from central bank in this case. 

 

Feldman Todd (2011), Behavioral biases and investor performance Algorithmic Finance 1 (2011) 45–55 

IOS Press 

This paper shows the different behavioral traits that force person to trade excessively and simultaneously 

underperform in the market. Agent based approach has been used with each agent having different alpha
[a]

. 

Four different groups of investor has been assumed with each having its different risk assumption. 

Group 1: 

a) uses mean variance approach 

b) long run averages 

Group 2: 

a) heavily weight current return 

b) Recency bias
[see appendix]

 

Group 3: 

a) more affected by losses 

b) loss averse
[see appendix]

 

[a] exhibit bounded rationality and heterogeneous beliefs 

[b] Finite price adjustment speed assumed 

[c] Zero net supply in market clearing 

[d] Degree of rationality in choosing a strategy taken into consideration while framing demand function 

[e] Continuous time function assumed for simplifying calculations. 
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Group 4: 

a) hold on loss, sell wins 

b) disposition effect
[see appendix]

 

II. RESULTS: 
Group 4 trades most and 1 least. Even Group 2 trades more than Group 1. 

But Group 1 outperforms other groups in terms of long term return. 

Louis K.C. Chan, Josef Lakonishok, and Bhaskaran Swami Nathan (2007), Industry Classifications and 

Return Comovement Financial Analysts Journal Volume 63 (56-70) 

The paper takes a look into industry based classification of the stocks and the co-movement of returns 

associated. It considers two basic systems GICS
 [see appendix]

 and Fama French system (based on SIC
 [see appendix]

) 

[a] ratio of portfolio holding of the agent. 

Authors talks about various method of homogeneous stock grouping of which he claims industry affiliation 

being the most popular one. GICS being the system that takes not only operational characteristics but investors 

perception also into consideration while classifying the industry. 

The methodology adopted here is that coincident movement of stock prices of the group is measured by pairwise 

correlation
 [see appendix]

 In-group
[a]

 and that of the Out-group
[b]

. Averaging of correlation
[c]

 is done over the group 

and then values obtained are used for arriving at the conclusion. 

The results thus obtained were that co-movement in returns were stronger for large companies. Even the 

contaminations due to trading issues are less likely. GICS classification was found to be better due to more 

diversity of industry classification. This was observed through the contrast in in and out industry correlation.    

 

Rachana Sharma (2012) Algorithmic Trading: A Study The international journal RJSITM:   Volume: 01 (23-

28) 

 The paper introduces us with the growth of algorithmic trading in India. It describes certain common 

algorithms used in the markets such as arrival price, time weighted average price (TWAP)
[ [see appendix]  

,volume 

weighted average price (VWAP)
[see appendix]

, market-on-close (MOC), and implementation shortfall. It also throws 

some light on basic strategies that are used for developing the algorithm such as pair trading, delta neutral, 

arbitrage mean reversion and scalping. Author emphasizes on developing state of algorithm as the main 

challenge however she raises concern over certain aspects like lack of visibility, unfair advantages to the 

institutional investors, and selection of appropriate algorithm. She then compares Algorithms with human saying 

that they cannot replicate the gut feel element of human nature wherein they decide on the strategy on whether 

to be more aggressive or subdued. Also human reaction to an unexpected situation is better than an algorithm. 

 

Domowitz Ian (2005), The Cost of Algorithmic Trading: A First Look at Comparative Performance    

Algorithmic Trading: Precision, Control, Execution Institutional Investor, Inc. (1-23) 

The paper compares performance with a control sample of trades executed by non-algorithmic means and the 

one performed using algorithmic trading engine. Algorithmic trading as it is defined here is a rule based 

automated trading that uses computer based execution of orders via direct market access. 

Author takes a comprehensive approach to the problem by using a lot of data and measuring efficiency of the 

strategy in terms of costs incurred. He draws a conclusion that algorithmic trading is less expensive with respect 

to other means. However it was also observed that superiority of the algorithm depends when order sizes are 

large.  

 

7. Clark Gordon L. Clark, Nigel Thrift (2004) Performing finance: the industry, the media and its image 

International Political Economy, May 2004 (289-310) 

 

[a]  pairwise correlations between stock i's return and the return on each of the other 

members of its industry. 

[b]   The average pairwise correlation between stock i's return and the returns of all other 

stocks not in its industry. 

[c]    Average correlation between a stock and other stocks 
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The author in this paper talks about media, its relation with finance and how it has penetrated into the market 

affecting the volatility. The importance of media has increased in recent time due to technological advances .the 

introduction of derivatives trading, multi-channel TV and pressure on the state to provide appropriate condition 

has fueled its growth. The growth of finance can also be observed by the number of financial publication, 

reporting of finance in mainstream media, and large scale advertising of financial products. 

Media has also been dressing up financial news into entertainment so that more and more views gets attracted. 

Now the audience are more heterogeneous than before with greater level of literacy. Audiences are now more 

actively entering into information gathering industry. 

Author concludes saying that finance has become more per formative rather than a continuous activity of 

rational entity  

W. H. Laverty, M. J. Miket and I. W. Kelly (2002), Simulation of Hidden Markov Models with EXCEL  
Journal of the Royal Statistical Society. Series D (The Statistician), Vol. 51, No. 1(2002), pp. 31-40, Wiley 

 

The paper illustrates the simulation of equation that are used for hidden markov model
[Ref]

 in excel. The 

functions of excel is slightly limited when compared to other high end software that are designed specifically for 

carrying out extensive calculation. However through this paper author has not only provided valuable aid for 

learning but also it has led understanding of basic of excel concept and to probability concepts.  

Alvaro Carteay and Sebastian Jaimungal (2011)Modeling Asset Prices for Algorithmic and High 

Frequency Trading Forthcoming, Applied Mathematical Finance, SSRN (121-149) 

In this paper author points out how the intraday dynamics of market has changed .the microstructure of the 

market is now different each and every second. This has also led to need of developing new algorithmic trading 

strategies. For this she has used hidden markov model to capture different states in which market can be at any 

time. These states are also important from the point of view of price change. Author has chosen 7 different 

stocks to show not only the change in the frequency of trading but also change in the fundamentals. HMM in 

this respect has advantage over other models as it also captures probabilities of states with zero price revision. 

HENRIK HULT AND JONAS KIESSLING (2010) ALGORITHMIC TRADING WITH MARKOV 

CHAINS Department of Mathematics, KTH,Stockholm, Sweden 

Author in this paper uses markov chains to study the evolution of the entire order book to design and understand 

optimal algorithmic trading strategies. The order book changes rapidly due to high number of and frequent 

orders being executed. Since these orders can be observed, it gives opportunity to use markov chain process to 

find out an efficient algorithm out of it. The author finally goes on to find that this method of optimization 

provides significant improvement in expected price for buying. He follows a method whereby parameters are 

selected and calibrated using historical data, optimal strategies are developed and then used to make trading 

decisions. Not only market buy/sell order but cancel order also play an important role. 

Jeff Bilmes (2002) What HMMs Can Do UWEE Technical Report Number (UWEETR-2002-0003) January 

2002 

This paper mainly deals with finding new model that is better than hidden markov model in terms computational 

requirements as well as noise insensitivity. It starts by praising HMM, and displaying its capabilities but later 

turns towards reasoning its ability thoroughly. He shows its advantages in artificial speech recognition. He starts 

off with formal definition of HMM, then he compiles a list of properties that may or may not apply to HMM. 

Finally he concludes by presenting several alternatives to HMM.  

12. Md. Rafiul Hassan and Baikunth Nath, StockMarket Forecasting Using Hidden Markov Model: A New 

Approach Computer Science and Software Engineering The University of Melbourne, Carlton 3010, Australia 
 

This paper shows the usage of HMM
[appen]

 for forecasting prices of specific market. Author has used airlines 

stocks. Further he adds the usage of HMM for predicting needs training of data. HMM interpolates the nearby 

values to forecast the future values. He further adds to it the advantages of HMM such as 

• HMM has strong statistical foundation 

• It is able to handle new data robustly 
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• Computationally efficient to develop and evaluate 

• It is able to predict similar patterns efficiently  

He concludes by appreciating the statistical foundation of HMM and expects future development in 

collaboration with artificial intelligence. 

Patrik Idvall, Conny Jonsson(2008) Algorithmic Trading Hidden Markov Models on Foreign Exchange 

Department of Mathematics, Linkoping’s University January 2008 
 

Hidden markov model are used as a tool to forecast movements of time series data. Author points that out as one 

of the field along with other fields of application in the beginning. Further improvements in HMM are depicted 

like Gaussian mixture Model to enhance its prediction capability where one for each state assign a set of single 

Gaussians that are weighted together to replicate the density function of the stochastic process. Author has 

conducted his analysis on foreign exchange data and compared the results with Sharpe ratio. 

He goes through derivation of HMM from Bayes theorem. He also thoroughly explains the chain problem. The 

three fundamental problems of decoding the chain, training and getting the most expected path has also been 

addressed. Extensions are also suggested here but later on he concluded that these extension are not of much 

advantage.  

Barbara Resch, Hidden Markov Models Signal Processing and Speech Communication Laboratory 

Inffeldgasse 16c  

 

Author in this paper explains the hidden markov by taking some basic examples of weather change pattern and 

how to predict the future weather. Additionally he has explained the Viterbi algorithm
[appen]

 that is used to 

predict the sequence. The different orders of markovian chain have been dealt in this paper. The various 

terminology like transition probabilities emission probabilities and prior probabilities have been explained. He 

has also used trellis diagram to familiarize readers to the concept. 

III. METHODOLOGY: 
 Principal component analysis is used to factor in more relevant variables form data sets. Then a hidden 

markov is used to generate trading rules. 
 

IV. DATA PROCESSING AND ANALYSIS 
Step 1: 

Applying principal component analysis: 

The actual data is distributed as given in the figure. Therefore for applying PCA. The data is centered first which 

is: the mean of the each data column is subtracted from each variable. 

 
 DATA plotted versus time                                           SOURCE:BSE India 



American Journal of Engineering Research (AJER) 2014 
 

 
w w w . a j e r . o r g  

 
Page 18 

The data so obtained after centering is 

 

 

Next we find out the covariance matrix 

8.712678 -16.1528 -14.8668 -19.7982 -9.59943 -12.8634 -20.8053 -6.24903 

-16.1528 43.70523 35.87588 47.11569 31.55942 29.28417 48.66163 13.95813 

-14.8668 35.87588 41.0498 38.42098 25.96126 31.11942 45.19926 13.96647 

-19.7982 47.11569 38.42098 82.69685 55.71067 39.25421 75.88563 18.87618 

-9.59943 31.55942 25.96126 55.71067 63.47724 29.17569 53.72267 12.77449 

-12.8634 29.28417 31.11942 39.25421 29.17569 29.45039 45.12726 12.77348 

-20.8053 48.66163 45.19926 75.88563 53.72267 45.12726 88.04748 20.17886 

-6.24903 13.95813 13.96647 18.87618 12.77449 12.77348 20.17886 6.249111 

 

This covariance matrix is used to find out the Eigen vectors and Eigen values 
[see  appendix]  

the plot of Eigen vector 

is as follows: 

The Eigen values gives variance captured by that particular Eigen vector: 

Centered DATA plotted versus time                        SOURCE:BSE India 

Eigen vector plotted versus time                              SOURCE:BSE India 
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To find the number of components to be included we have created a screen plot
[append]

 and a cumulative 

percentage of variance captured by each of them. 

In scree plot we take vectors till we observe the first shoulder. Since this is observed at 2
nd

 component therefore 

we take 2 vectors as our feature vector. 

 

The % of variance captured by it is given by 

 

Cum. Eigen value Cumulative % 

293.1557544 80.67275909 

326.8911224 89.95630608 

343.0592009 94.40555696 

354.2048331 97.47269411 

359.4493539 98.91591995 

361.7485525 99.54863035 

362.9599175 99.8819827 

363.3887792 100 
 

 

 

Hence, we see that the first two component when arranged in decreasing order captures 89.95% variance. These 

are known as feature vector. 

Cumulative% plotted vs. No. of components 
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The plot of data on the first two component is: 

 

 

Step 2: 

Using the hidden Markov model, forecasting data so obtained:  

This is done using the statistic toolbox of Matlab and functions like 

[seq,states] = hmmgenerate (len, TRANS, EMIS) 

PSTATES = hmmdecode(seq,TRANS,EMIS) 

[TRANS,EMIS] = hmmestimate(seq,states) 

[ESTTR,ESTEMIT] = hmmtrain(seq,TRGUESS,EMITGUESS) 

STATES = hmmviterbi(seq,TRANS,EMIS) 

Where trans and emis are transition and emission matrix respectively
[appen.] 

The data from 1 Aug 2012 to 28
th

 Feb is used for training the model in hmmtrain function. This is then used in 

hmmviterbi to find out the most probable state. It is then fed in to hmmgenerate to generate the future sequence 

of data. Then hmmestimate finds out Tran and emis based on the next iteration. This whole process is repeated 

until we get the complete sequence of forecasted data.  

The forecasts for the two principal components that were obtained in PCA is given: 

Actual (Green) Vs. Forecast (blue) graph for TV TODAY (March) 

Principal component plotted versus time 
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Actual (Green) Vs. Forecast (blue) graph for Zee News (March) 

Similarly forecasts for all other firms were obtained and returns were calculated accordingly: 

Step 3: 

For calculating the return certain assumption were made and a simple trading rule was followed: 

Assumptions: 
[1] The return is calculated for the month of March. 
[2] Transaction is executed only once in a day. 

[3] Buyer can sell/buy only 1 share at a time. (Even if he sells more than 1 share at a time we only need to multiply our calculation with 

that fixed value). 
[4] It is assumed that cost of equity for media industry (print/non-print) is fixed at 12.33% per annum. 

[5] Broker charges fixed rate of .55% of the selling/buying value as a transaction cost. 

[6] Buying/selling value is assumed to be the average price of scrip for that month. 

[7] If the price is expected to decrease in future then trader can short-sell thereby earning profit. 

 

Trading rule: A filter of 2% is used for executing the trading signal. That is if the actual value of the next day 

is 2% more or less than the forecasted value then only trade is executed. It is carried out at the end of each day. 

The blue band here denotes that filter rule is followed and individual made a gain from it whereas red band 

denotes loss due to incorrect forecasting. 

 

Hence we see that if the (expected % change) is of the same sign as the (actual change) then it is profit for the 

trader whereas they being of opposite sign means loss. As the observation was opposite to that of expectation.   

ZEE NEWS: 
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Forecast Actual expected% change Actual change

1-Mar-13 14.5 14.9 -1.01 -0.57

4-Mar-13 14.75 14.33 1.19 0.71

5-Mar-13 14.5 15.04 4.99 0.53

6-Mar-13 15.79 15.57 -0.45 0.09

7-Mar-13 15.5 15.66 -0.06 -0.15

8-Mar-13 15.65 15.51 2.51 -0.21

11-Mar-13 15.9 15.3 0.98 -0.05

12-Mar-13 15.45 15.25 1.64 -0.61

13-Mar-13 15.5 14.64 1.64 0.04

14-Mar-13 14.88 14.68 0.82 0.11

15-Mar-13 14.8 14.79 -2.57 -0.35

18-Mar-13 14.41 14.44 0.00 -0.37

19-Mar-13 14.44 14.07 0.92 -0.43

20-Mar-13 14.2 13.64 2.64 -0.09

21-Mar-13 14 13.55 -0.37 -0.32

22-Mar-13 13.5 13.23 0.30 -0.59

25-Mar-13 13.27 12.64 1.66 0.39

26-Mar-13 12.85 13.03 -3.99 0.36

28-Mar-13 12.51 13.39  

Gain 0.88 %gain 15.33%

loss 0.3

Brokerage 0.396

total gain 0.396  

 

 

 

TV TODAY: 

All figures in Rs.                                                 SOURCE:BSE India 
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Forecast Actual expected% change Actual change

1-Mar-13 68.6 67.3 0.74 -2.45

4-Mar-13 67.8 64.85 -0.08 2.6

5-Mar-13 64.8 67.45 0.82 4.1

6-Mar-13 68 71.55 -6.36 -1.95

7-Mar-13 67 69.6 0.50 0.25

8-Mar-13 69.95 69.85 0.43 1.95

11-Mar-13 70.15 71.8 0.42 -0.75

12-Mar-13 72.1 71.05 0.07 -1

13-Mar-13 71.1 70.05 -0.64 2.1

14-Mar-13 69.6 72.15 -2.15 0.3

15-Mar-13 70.6 72.45 -2.00 -2.2

18-Mar-13 71 70.25 0.00 -2.9

19-Mar-13 70.25 67.35 0.45 -2.15

20-Mar-13 67.65 65.2 0.92 -1.05

21-Mar-13 65.8 64.15 -0.94 -2.25

22-Mar-13 63.55 61.9 3.63 0.3

25-Mar-13 64.15 62.2 0.48 -0.25

26-Mar-13 62.5 61.95 -1.94 0.55

28-Mar-13 60.75 62.5  

Gain 4.45 %gain 47.32% 

loss 0.03   

Brokerage 1.486   

total gain 2.664   

 

 

All figures in Rs.                                                 SOURCE:BSE India 
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HT MEDIA: 

Forecast Actual expected% change Actual change

1-Mar-13 106 102.2 0.20 -2.2

4-Mar-13 102.4 100 -0.15 -1.5

5-Mar-13 99.85 98.5 1.93 2.95

6-Mar-13 100.4 101.45 0.34 -0.4

7-Mar-13 101.8 101.05 1.24 3.85

8-Mar-13 102.3 104.9 0.10 -1.35

11-Mar-13 105 103.55 -0.05 -2.2

12-Mar-13 103.5 101.35 -0.35 -1.45

13-Mar-13 101 99.9 -0.80 4.35

14-Mar-13 99.1 104.25 -2.11 -1.95

15-Mar-13 102.05 102.3 0.64 0.9

18-Mar-13 102.95 103.2 -0.19 -0.65

19-Mar-13 103 102.55 -1.27 -2.85

20-Mar-13 101.25 99.7 -1.50 -3

21-Mar-13 98.2 96.7 0.47 2.55

22-Mar-13 97.15 99.25 0.00 -0.45

25-Mar-13 99.25 98.8 0.40 3.55

26-Mar-13 99.2 102.35 -1.95 0.6

28-Mar-13 100.35 102.95 -100.00 -1.64  

Gain 1.95 %gain 16.49%

loss 0

Brokerage 0.557

total gain 1.393  

 

All figures in Rs.                                                 SOURCE:BSE India 
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JAGRAN: 

Forecast Actual expected% change Actual change

1-Mar-13 95.5 98.05 -2.09 -3.75

4-Mar-13 96 94.3 0.74 1.7

5-Mar-13 95 96 0.05 1.7

6-Mar-13 96.05 97.7 -0.20 0.75

7-Mar-13 97.5 98.45 4.01 0.5

8-Mar-13 102.4 98.95 -0.45 0.15

11-Mar-13 98.5 99.1 1.06 1.75

12-Mar-13 100.15 100.85 -0.84 -0.85

13-Mar-13 100 100 0.00 -0.55

14-Mar-13 100 99.45 -0.85 -1.35

15-Mar-13 98.6 98.1 -1.12 -0.8

18-Mar-13 97 97.3 -2.06 -1.05

19-Mar-13 95.3 96.25 -0.21 -0.55

20-Mar-13 96.05 95.7 -0.47 -0.45

21-Mar-13 95.25 95.25 -0.26 -1.55

22-Mar-13 95 93.7 -0.27 -0.3

25-Mar-13 93.45 93.4 1.18 1.4

26-Mar-13 94.5 94.8 0.21 -2.15

28-Mar-13 95 92.65  

Gain 5.3 %gain 45.88%

loss 0

Brokerage 1.597

total gain 3.703  

 

All figures in Rs.                                                 SOURCE:BSE India 
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NDTV: 

Forecast Actual expected% change Actual change

1-Mar-13 60.1 61.6 -4.22 -2.6

4-Mar-13 59 59 1.69 0.7

5-Mar-13 60 59.7 2.18 5.95

6-Mar-13 61 65.65 0.91 -3.45

7-Mar-13 66.25 62.2 0.56 -1.85

8-Mar-13 62.55 60.35 5.05 1.6

11-Mar-13 63.4 61.95 0.32 0.25

12-Mar-13 62.15 62.2 -1.37 -1.9

13-Mar-13 61.35 60.3 0.00 1.1

14-Mar-13 60.3 61.4 0.90 0.3

15-Mar-13 61.95 61.7 -1.78 -1.7

18-Mar-13 60.6 60 2.08 -1.35

19-Mar-13 61.25 58.65 -1.62 -4.1

20-Mar-13 57.7 54.55 0.82 0.6

21-Mar-13 55 55.15 -7.52 1

22-Mar-13 51 56.15 5.08 -2.65

25-Mar-13 59 53.5 0.19 -0.35

26-Mar-13 53.6 53.15 -1.13 3.8

28-Mar-13 52.55 56.95 -100.00 -56.95  

Gain 10.15 %gain 64.86%

loss 5

Brokerage 1.952

total gain 3.198  

 

All figures in Rs.                                                 SOURCE:BSE India 
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TV 18: 

Forecast Actual expected% change Actual change

1-Mar-13 24.4 24.7 0.40 0.55

4-Mar-13 24.8 25.25 0.40 1.25

5-Mar-13 25.35 26.5 1.32 0.65

6-Mar-13 26.85 27.15 -0.55 -0.05

7-Mar-13 27 27.1 0.55 -0.15

8-Mar-13 27.25 26.95 0.93 0.75

11-Mar-13 27.2 27.7 1.08 0.15

12-Mar-13 28 27.85 -0.90 -0.6

13-Mar-13 27.6 27.25 0.55 1.45

14-Mar-13 27.4 28.7 0.17 0.25

15-Mar-13 28.75 28.95 -1.90 0.05

18-Mar-13 28.4 29 0.69 -2

19-Mar-13 29.2 27 1.48 -1.2

20-Mar-13 27.4 25.8 1.16 -0.55

21-Mar-13 26.1 25.25 0.00 0.7

22-Mar-13 25.25 25.95 1.73 0.55

25-Mar-13 26.4 26.5 -0.38 0.25

26-Mar-13 26.4 26.75 0.00 1.4

28-Mar-13 26.75 28.15  

No transaction within this period 

 

 

All figures in Rs.                                                 SOURCE:BSE India 
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Deccan Chronicles: 

Forecast Actual expected% change Actual change

1-Mar-13 4.15 3.96 4.80 -0.05

4-Mar-13 4.15 3.91 -2.81 -0.08

5-Mar-13 3.8 3.83 -3.92 -0.11

6-Mar-13 3.68 3.72 0.81 0.19

7-Mar-13 3.75 3.91 9.97 0.12

8-Mar-13 4.3 4.03 9.18 0.18

11-Mar-13 4.4 4.21 0.00 -0.13

12-Mar-13 4.21 4.08 2.94 -0.09

13-Mar-13 4.2 3.99 2.76 -0.12

14-Mar-13 4.1 3.87 -4.39 -0.02

15-Mar-13 3.7 3.85 0.00 -0.04

18-Mar-13 3.85 3.81 4.72 -0.06

19-Mar-13 3.99 3.75 6.40 -0.19

20-Mar-13 3.99 3.56 -1.69 -0.28

21-Mar-13 3.5 3.28 6.40 -0.22

22-Mar-13 3.49 3.06 4.58 0.3

25-Mar-13 3.2 3.36 4.17 0.02

26-Mar-13 3.5 3.38 3.55 -0.19

28-Mar-13 3.5 3.19 -100.00 -3.19  

Gain 0.83 %loss 121.00%

loss 0.92

Brokerage 0.2867

total gain -0.3767  

 

All figures in Rs.                                                 SOURCE:BSE India 
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RELIANCE MEDIA: 

Forecast Actual expected% change Actual change

1-Mar-13 60 56.9 -1.58 -2.8

4-Mar-13 56 54.1 0.00 2.7

5-Mar-13 54.1 56.8 2.82 2.8

6-Mar-13 58.4 59.6 2.01 -0.15

7-Mar-13 60.8 59.45 0.93 -0.55

8-Mar-13 60 58.9 0.17 0.1

11-Mar-13 59 59 1.36 -0.6

12-Mar-13 59.8 58.4 0.17 -0.5

13-Mar-13 58.5 57.9 0.86 0.75

14-Mar-13 58.4 58.65 1.36 -0.95

15-Mar-13 59.45 57.7 -3.64 -1.45

18-Mar-13 55.6 56.25 -0.44 -2.55

19-Mar-13 56 53.7 -1.21 -2.65

20-Mar-13 53.05 51.05 1.86 -2.45

21-Mar-13 52 48.6 0.82 -1.45

22-Mar-13 49 47.15 0.11 -0.4

25-Mar-13 47.2 46.75 0.00 -1.65

26-Mar-13 46.75 45.1 -0.22 0.8

28-Mar-13 45 45.9  

Gain 4.25 %gain 70.79%

loss 0.15

Brokerage 0.8961

total gain 3.2  

 

OBSERVATION: 

 

 

All figures in Rs.                                                 SOURCE:BSE India 
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Scrip No. of transaction % Gain 

Deccan Chronicles 14 -121 

TV 18 0 0 

NDTV 6 64.86 

JAGRAN 3 45.88 

HT MEDIA 1 16.49 

ZEE NEWS 5 15.33 

TV TODAY 4 47.32 

Reliance Media 3 70.79 

 

CONCLUSION: 
[1] We see that we almost always get positive returns and that too more than the market cost of equity 

(12.33%) 

[2] In two cases of Deccan chronicles and TV 18 we see that we could not satisfy the investor. The possible 

explanation for this can be the excessive number of order executed in the case of Deccan chronicles and no 

orders executed for TV 18. 

[3] These two problems can be dealt with by adjusting the filter value. 

[4] The general trend in the return on equity is around 40%. This is quite overoptimistic mainly because of the 

low transaction cost of 0.55% per sale value assumed. 

[5] The two principal components of media industry ZEE NEWS and TV TODAY show an average return of 

31.25% which sufficient enough for this algorithm comprising of HMM and filter rule to be used in this 

industry. 
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APPENDIX 

DATA: 

 

Date Deccan 

Chronicals 

HT 

MEDIA 

JAGRAN NDTV Reliance Media 

Works 

 TV 18 Tv Today Zee News 

1-Aug-12 13.95 86.95 91.3 54.75 56.15 21.55 64.8 11.64 

2-Aug-12 13.3 88.55 91.4 55.1 56.05 21.05 64.85 12.05 

3-Aug-12 13.55 87.4 91.95 53.8 55.25 21 64.85 12.64 

6-Aug-12 14.2 87.35 94.2 54.1 66.3 21.1 62.15 12.51 

7-Aug-12 13.5 88.7 95.9 53.7 63.7 21.35 61.6 12.2 

8-Aug-12 12.85 88.75 92.1 52.85 63.4 21.15 60.95 12.12 

9-Aug-12 12.25 86.2 91.25 52.4 62 21.15 64.15 11.83 

10-Aug-12 11.65 89.75 91.25 52.1 60.85 20.95 63 11.76 

13-Aug-12 11.1 86.55 91.35 51.65 62.1 20.8 61.3 11.85 

14-Aug-12 10.55 85.35 90.8 52.1 61.95 22 61.25 12.05 

16-Aug-12 10.05 84.8 92.15 52.1 70.65 21.75 60.9 12.05 

17-Aug-12 10.15 85.35 92.55 51.4 68.95 21.8 61 11.82 

21-Aug-12 10.65 88 92.05 52.55 74.8 21.85 63.25 11.88 

22-Aug-12 11.15 86.4 91.45 51.1 71.65 21.55 62.8 12 

23-Aug-12 11.7 86.9 92 50.05 70.35 21.7 60.75 11.9 

24-Aug-12 11.55 89.85 90.9 48.45 70.6 21.7 60.5 12.01 

27-Aug-12 12.1 90.95 92.3 46.85 67.7 21.25 59.65 11.72 

28-Aug-12 12.7 93.2 91.95 44.6 64.35 20.6 59.25 11.46 

29-Aug-12 13.3 93.3 91.75 43.7 62.65 20.25 59.85 11.31 

30-Aug-12 13.1 93.65 91.2 45.45 62.45 21.95 59.45 11.22 

31-Aug-12 13 92.35 91.65 46.35 62.65 21.5 59.4 11.74 

3-Sep-12 12.9 91.75 91.1 48.7 62.25 20.2 58.55 11.81 

4-Sep-12 13.54 90.05 91.75 50.2 63.4 20 59.15 11.61 

5-Sep-12 12.87 89.35 90.25 51.25 64.85 19.6 59.3 11.42 

6-Sep-12 12.23 85.9 90.6 52.6 64.85 20.2 60 11.44 

7-Sep-12 13.45 86.5 90.5 53.25 65.2 21.25 59.85 11.37 

8-Sep-12 14.48 87.75 90.15 52.85 65.15 21.45 59.9 11.48 

10-Sep-12 13.26 85.85 90.65 52.2 64.9 20.65 59.7 11.73 

11-Sep-12 12.25 87.8 90.1 53 66.05 20.45 61.3 11.76 

12-Sep-12 11.03 86.65 91.25 53.95 64.35 21.6 62.7 11.82 

All figures in Rs.                                                 SOURCE:BSE India 
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13-Sep-12 10.84 86.55 91.6 58.75 65.5 24.25 61.45 12.09 

14-Sep-12 10.9 87.1 91.55 57.55 66.15 22.4 62.4 12.19 

17-Sep-12 10.36 89.3 92.5 58.6 67.55 25.2 62.4 12.52 

18-Sep-12 9.85 91.8 90.85 58.95 68.6 23.65 60.35 12.25 

20-Sep-12 9.36 90.9 90.5 57.3 66.55 22.75 63.3 11.95 

21-Sep-12 9.82 92.5 91.5 58.1 68.5 24.1 67.4 12.14 

24-Sep-12 9.85 95.15 92 69.05 77.3 23.45 67.55 12.43 

25-Sep-12 10.34 93.65 91.95 66.4 79.5 23.45 66.95 12.48 

26-Sep-12 9.98 92.4 91.2 65.55 79.55 22.55 68.8 12.55 

27-Sep-12 10.12 91.9 91 68.4 81.25 23.15 72.1 13.39 

28-Sep-12 10.22 93.2 91.35 71.05 80.4 23.9 74.15 14.72 

1-Oct-12 10.16 93.9 91.8 75.05 83.8 25.1 73.45 15.16 

3-Oct-12 9.71 97.2 94.4 77 81.2 26.4 71.9 15.06 

4-Oct-12 9.49 100.75 96.1 72.05 81.2 26.15 69.95 15.31 

5-Oct-12 9.03 102.4 97.5 71.1 78.8 26.4 71.8 14.96 

8-Oct-12 8.73 100.05 96.1 71.65 76.55 24.7 71.95 16.24 

9-Oct-12 9.12 100.1 97.25 70.45 76.15 23.95 69.35 15.89 

10-Oct-12 9.53 97.25 96.4 66.65 74.95 23.5 70.35 15.08 

11-Oct-12 9.15 94.95 97.4 67.7 75.35 24.65 69.75 15.05 

12-Oct-12 9.6 96.05 96.15 69.1 75.45 25 69.9 14.82 

15-Oct-12 9.13 95.1 95.2 69.75 76.4 25.75 68.95 15.05 

16-Oct-12 8.71 96.45 95.65 69.65 76.8 26.7 73.75 14.94 

17-Oct-12 9.1 97.4 103.95 71.85 77.2 30 73.7 14.87 

18-Oct-12 8.67 98 102.25 69.7 77.9 31.2 78.95 15.07 

19-Oct-12 8.34 101.1 104 69.2 76.5 32.4 77.55 15.2 

22-Oct-12 7.93 103.7 104.05 67.1 76.35 30.4 77.25 14.96 

23-Oct-12 7.54 102.95 102.7 67.1 75.4 28.2 77.1 14.85 

25-Oct-12 7.91 103.3 104.5 68.3 74.1 28.3 75.35 14.63 

26-Oct-12 8.3 100.95 100.55 66.4 72.55 26.35 75 13.9 

29-Oct-12 8.06 102.5 100.4 67 71.45 25.5 73.25 13.25 

30-Oct-12 7.78 102 99.9 64.15 69.4 25.9 84.05 13.39 

31-Oct-12 7.46 102.1 98.45 67.35 70.25 28.25 81.2 14.05 

1-Nov-12 7.29 102 99.5 68.2 71.65 28.05 79 14.22 

2-Nov-12 7.2 100.2 99.35 69.05 71.4 28.25 75.7 14.76 

5-Nov-12 6.96 97.8 100.6 66 71.05 29 78.6 14.87 
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6-Nov-12 6.87 97.5 102.1 66.5 71.65 29.15 79.1 15.38 

7-Nov-12 6.68 97.95 103.65 66.6 72.85 29.6 78.65 15.55 

8-Nov-12 6.42 97.6 102.65 66.3 71.6 29.05 76.55 15.55 

9-Nov-12 6.1 95.7 102.25 68.45 69.8 28.15 77.35 16.04 

12-Nov-12 5.8 95.7 100.15 68.6 71.65 29.35 80.15 16 

13-Nov-12 6.09 96.7 100.65 69.4 71.95 31.3 87.6 16.79 

15-Nov-12 5.79 98.6 100.9 72.85 75.05 35.65 82.5 17.62 

16-Nov-12 5.51 97 100.55 73.7 72.15 32 79.9 18.5 

19-Nov-12 5.24 100.25 102.1 70.4 71.1 31.4 78.95 17.58 

20-Nov-12 5.25 99.35 100.55 67.55 67.2 30.6 81.9 16.72 

21-Nov-12 5.1 98.7 100.85 67.15 68.6 31.6 80.6 17.54 

22-Nov-12 5.35 98.45 101.55 68.8 69.25 32.35 82.6 17.6 

23-Nov-12 5.59 95.15 101.45 70.95 69.45 32.45 85.85 17.23 

26-Nov-12 5.85 98.05 102.1 74.45 74.7 33.5 86.95 18.07 

27-Nov-12 6.09 100.45 102.1 76.95 75.85 34.85 87 17.98 

29-Nov-12 6.13 101.85 101 80.15 82.4 34.35 86.25 17.1 

30-Nov-12 5.96 103.1 101.95 78.65 96.4 35.75 86.7 17.07 

3-Dec-12 5.78 109.2 103.65 82.2 98.15 35.1 87.3 16.9 

4-Dec-12 5.95 107.3 102.75 80.15 88.45 34.85 87.3 17.7 

5-Dec-12 6.08 107.2 102.05 79.3 90.85 33.75 88.35 18.55 

6-Dec-12 6.1 104.85 101.1 79.85 90.55 33.6 86.85 18.7 

7-Dec-12 6.34 102.95 101.1 79.4 87.8 34.5 86.05 19.05 

10-Dec-12 6.37 105.95 101.45 78.25 85.8 34.3 86.1 18.55 

11-Dec-12 6.22 102.3 101.05 76.2 84.7 32.25 85.45 17.9 

12-Dec-12 6.21 103.15 100.65 75.4 83.65 32.55 85.1 17.8 

13-Dec-12 6.07 104.75 100.6 74 81.3 33.35 85.6 17.25 

14-Dec-12 5.92 105 100.95 75.6 80.25 33.3 86.95 17.5 

17-Dec-12 5.99 103.6 100.5 78.05 80.65 34.15 90.05 17.55 

18-Dec-12 5.96 102.5 101.1 77.05 80 33.85 88.4 18 

19-Dec-12 5.9 101.3 100.65 76.45 79.85 34 87.05 18 

20-Dec-12 5.88 99.85 102.4 75.55 78.05 33.6 85.15 17.55 

21-Dec-12 5.89 99.15 102.4 73.65 76.7 32 84.25 17.25 

24-Dec-12 5.76 100.75 102.95 72.75 76.15 33.05 85.15 17.55 

26-Dec-12 5.83 103.15 103.5 75.95 76.9 34 83.3 17.45 

27-Dec-12 5.71 102.3 101.9 74.45 76.05 32.9 83.9 17.1 
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28-Dec-12 5.55 103.75 101.95 74.15 78.05 32.85 84.05 16.9 

31-Dec-12 5.61 107.15 105.1 74.2 81.25 32.55 85.25 16.95 

1-Jan-13 5.68 105.7 103.6 72.1 85.3 32.75 86.4 17.15 

2-Jan-13 5.69 104.6 106.35 72.5 84.35 33.95 90.35 17.15 

3-Jan-13 5.9 103.25 106.1 74 85.05 35.95 91.25 17.45 

4-Jan-13 6.11 101.4 108 73.6 84.25 37.7 88.8 17.25 

7-Jan-13 6.38 104.4 114.95 73.25 83 36.95 87.85 17.95 

8-Jan-13 6.69 103.6 113.8 72.85 83.15 36.35 86.25 17.6 

9-Jan-13 7.02 103.5 113.35 73.75 81.25 36.55 84.9 18.45 

10-Jan-13 7.37 108.55 113.15 72.3 80.9 36.95 82 18.7 

11-Jan-13 7.01 105.65 111.05 72.15 81.9 34.95 83.15 18.5 

14-Jan-13 6.83 106.05 113.1 72.7 83.15 36.25 83.3 18.9 

15-Jan-13 7.17 103.9 110.8 72.05 83.95 35.95 79.7 18.95 

16-Jan-13 6.82 106.55 110.65 71.4 80.2 34.85 79.85 18.25 

17-Jan-13 6.48 106 109.15 73 79.35 35.05 79.5 18.65 

18-Jan-13 6.16 104.15 107 72.55 78.3 35.45 81.9 18.95 

21-Jan-13 5.86 105.7 109.15 72.5 79.55 36.1 81.1 18.9 

22-Jan-13 5.57 105 108 69.15 78.85 35.1 80 18.35 

23-Jan-13 5.3 106.55 108.3 70.45 76.95 34.75 75.55 18.4 

24-Jan-13 5.04 108.3 108 66.6 74.5 33.15 76.1 17.75 

25-Jan-13 4.79 106 108.55 65 75.05 33.75 74.1 17.85 

28-Jan-13 4.56 104.5 108 66.15 74.75 33.7 74.3 17.95 

29-Jan-13 4.34 104.3 108.35 64.75 73.95 33.4 75.1 18.8 

30-Jan-13 4.13 103.35 109.95 65.15 73.1 34 74.9 18.4 

31-Jan-13 3.93 103.75 107.9 64.3 73.25 33.55 76.55 18.35 

1-Feb-13 4.12 103.75 106.6 65.5 73.3 34.55 75.15 18.35 

4-Feb-13 4.32 102.8 105.55 64.1 71.8 34.8 75.3 18.05 

5-Feb-13 4.53 100.55 105.2 62.85 71.95 34.55 74.4 17.7 

6-Feb-13 4.75 100.45 104.25 62.75 70.6 34.35 70.1 17.85 

7-Feb-13 4.98 99.1 106.05 63.05 70.15 33.4 73.9 17.15 

8-Feb-13 4.76 98.9 105.15 69.35 71.05 32.5 77.1 16.9 

11-Feb-13 4.53 97.3 102.4 74.2 71.5 32.6 78.55 16.85 

12-Feb-13 4.31 102.85 103.55 72.3 68.8 33.05 76.6 16.55 

13-Feb-13 4.23 101.75 103.4 71.3 66.7 32.8 74.5 16.2 

14-Feb-13 4.1 104.15 102.05 68.65 66.1 28.2 72.7 15.7 
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15-Feb-13 4.12 103.45 102.25 68.35 64.3 27.95 75.4 16.25 

18-Feb-13 4.32 103.6 102.55 69.8 66.9 26.85 77.3 16.4 

19-Feb-13 4.52 104.75 102.25 71.5 67.95 28.4 76.85 16.35 

20-Feb-13 4.7 104.8 103.3 71.1 68.55 27.1 73.35 16 

21-Feb-13 4.47 103.15 102.65 68.2 67.05 26.25 73.7 15.75 

22-Feb-13 4.55 103.25 102.6 69 67.35 26 73.6 15.45 

25-Feb-13 4.33 103 101.7 67.3 65.8 25.25 69.15 15.2 

26-Feb-13 4.12 103 100 65.95 62.75 24.65 70.3 14.6 

27-Feb-13 4.12 103.25 99 65.25 62.7 26.35 69.1 15.3 

28-Feb-13 3.96 104.1 97.4 62.05 59.6 24.65 67.3 14.75 

 

CONVARIANCE MATRIX: 

8.712678 -16.1528 -14.8668 -19.7982 -9.59943 -12.8634 -20.8053 -6.24903 

-16.1528 43.70523 35.87588 47.11569 31.55942 29.28417 48.66163 13.95813 

-14.8668 35.87588 41.0498 38.42098 25.96126 31.11942 45.19926 13.96647 

-19.7982 47.11569 38.42098 82.69685 55.71067 39.25421 75.88563 18.87618 

-9.59943 31.55942 25.96126 55.71067 63.47724 29.17569 53.72267 12.77449 

-12.8634 29.28417 31.11942 39.25421 29.17569 29.45039 45.12726 12.77348 

-20.8053 48.66163 45.19926 75.88563 53.72267 45.12726 88.04748 20.17886 

-6.24903 13.95813 13.96647 18.87618 12.77449 12.77348 20.17886 6.249111 

 

Eigen Value Matrix:Error! Not a valid link. 

Eigen vectors: 

 

-0.13748604 -0.205821768 0.088058 -0.12919 -0.06564 0.542803 0.772436 0.136705 

0.339571377 0.328533177 0.216655 0.565276 -0.59703 -0.0726 0.220082 -0.01116 

0.308978617 0.506276332 0.423626 -0.11335 0.356676 0.53049 -0.21671 -0.01764 

0.500514006 -0.232230465 -0.48958 0.470383 0.441664 0.161972 0.096567 -0.06306 

0.375985206 -0.701145855 0.576667 -0.04127 -0.05686 -0.04805 -0.16488 0.007182 

0.293139092 0.19520635 0.158767 -0.29663 0.312518 -0.55917 0.509809 -0.30417 

0.523947651 0.025896556 -0.40938 -0.58282 -0.43707 0.131975 -0.0873 0.038242 

0.13412781 0.095262675 0.028505 -0.01704 0.158191 -0.24503 0.062496 0.939608 
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ABSTRACT: The present paper highlights the results of a study conducted to determine and evaluate the 

petrophysical properties of Fenchuganj Gas Field, well#03 in Sylhet district of Bangladesh with a view to 

understand their effects on the reservoir hydrocarbon prospects and gas productivity of the field. The evaluated 

properties include porosity, permeability and fluid saturation which are all inferred from geophysical wireline 

logs. A suite of wireline logs comprising of gamma ray, spontaneous potential, caliper log, resistivity, neutron 

log, density log and sonic log for well # 03 from Fenchuganj Gas Field were analyzed for reservoir 

characterization of the field. The analysis carried out involves lithology identification and determinations of 

petrophysical parameters. Seven reservoirs zone namely: A, B, C, D, E, F and G were delineated with their tops 

and bases at depth from 1656 m to 2627 m. Computed petrophysical parameters across the reservoir gave 

porosity as ranging from 16 to 25%; permeability from 14 to 195 mili Darcy(md) and average hydrocarbon 

saturation of 86%, 35%, 57%, 52%, 47%, 97%, and 47% for reservoir zone A, B, C, D, E, F and G, 

respectively. These results suggest high hydrocarbon production potential and a reservoir system which 

performance is considered satisfactory for hydrocarbon production.  
 

KEYWORDS: porosity, permeability, petrophysical properties, wireline logs.  
 

 

I. INTRODUCTION  
 Petrophysics is the study of rock properties and their interactions with fluids (gases, liquid 

hydrocarbons and aqueous solutions). The amount of hydrocarbon present in a reservoir is a function of its 

porosity and its hydrocarbon saturation [1]. In addition, the efficiency, reservoir can perform, is function of its 

permeability. Table 1 provides an effective explanation of porosity and permeability description of reservoirs 

[2].These parameters can be measured on core plugs, which are often considered as representing “ground truth.” 

However, core plug measurements are also affected by errors. In addition, coring is very expensive and there is 

never any guarantee that the target reservoir won‟t be missed by the core, or that the full cored interval will be 

recovered. This is why wireline logs have become the primary source of data for petrophysical evaluation of 

reservoirs and are routinely recorded on every oil and gas well. . In this study the gamma ray (GR), spontaneous 

potential (SP), caliper log, resistivity log (LLD), and density (PHID) logs have been used to categorize the 

lithology of the prospective zones, differentiate between hydrocarbon bearing and non-hydrocarbon bearing 

zones and determine the values of petrophysical properties of the zones of interest (reservoir) in the field such as 

porosity, permeability, resistivity, water saturation and hydrocarbon saturation. The Fenchuganj Gas Field 

(FGF) is one of the largest gas fields of Bangladesh which is located in the northern-east part of the country 

(Figure 1). The major objective of the present study is to evaluate the petro-physical characterization of the 

reservoir rocks including the porosity, permeability and fluid saturation of the Fenchuganj Gas Field. 
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Figure 1: Geological map of Surma Basin, Sylhet, Bangladesh. Showing the location of Fenchuganj Gas 

Field.(after Alam et al. 1990 [3] 

 

Table I: Porosity and Permeability values for Reservoirs Qualitative Description [2] (Adapted from Rider, 

1986) 

 
Qualitative Evaluation of Porosity 

Percentage Porosity (%) Qualitative Description 

0 - 5 Negligible 

5 - 10 Poor 

15 - 20 Good 

20 – 30 Very Good 

> 30 Excellent 

Qualitative Evaluation of Permeability 

Average K Value (md) Qualitative Description 

< 10.5 Poor to fair 

15 – 50 Moderate 

50 – 250 Good 

250 – 1000 Very Good 

> 1000 Excellent 

 

II. METHOD AND MATERIALS 

LITHOLOGY IDENTIFICATION & PETROPHYSICAL ANALYSIS OF RESERVOIR ROCK  

 

Reservoir rock :A rock capable of producing oil, gas and water is called a reservoir rock. In general, to be of 

commercial value, a reservoir rock must have sufficient thickness, areal extent and pore space to contain a large 

volume of hydrocarbons and must yield the contained fluids at a satisfactory rate when the reservoir is 

penetrated by a well. Any buried rock, be it sedimentary, igneous or metamorphic, that meets these conditions 

may be used as a reservoir rock by migrating hydrocarbons. Oil and gas fields are geological features that result 

from the coincident occurrence of four types of geologic features (Figures 2 and 3) [4]:  
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(1) Source Rocks,  

(2) Reservoir Rocks,  

(3) Seals, and  (4) Traps 

 

 
Figure 2: Structural Trap 

 
Figure 3: Stratigraphic Trap 

However, most reservoir rocks are sedimentary rocks. Sandstones and carbonates (limestone and dolomites) are 

the most common reservoir rocks. They contain most of the world‟s petroleum reserves in about equal 

proportions even though carbonates make up only about 25% of sedimentary rocks. The reservoir character of a 

rock may be primary such as the intergranular porosity of a sandstone, or secondary, resulting from chemical or 

physical changes such as dolomitization, solution and fracturing. 

 Shales frequently form the impermeable cap rocks for petroleum traps. The distribution of reservoirs and the 

trend of pore space are the end product of numerous natural processes, some depositional and some post-

depositional. Their prediction, and the explanation and prediction of their performance involve the recognition 

of the genesis of the ancient sediments, the interpretation of which depends upon an understanding of 

sedimentary and diagenetic processes. 

 

Well Log Analysis : Well log is a continuous record of measurement made in borehole respond to variation in 

some physical properties of rocks through which the bore hole is drilled. Traditionally Logs are display on 

girded papers shown in figure. Nowadays the log may be taken as films, images, and in digital format [6].  

 

 
 

Figure 4: Well log showing different kinds of log presentation. 
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 The analysis of petrophysical logs in this study was aimed at a qualitative and quantitative 

determination of the properties of delineated reservoirs. The gamma ray (GR) and spontaneous potential (SP) 

logs were examined for lithologic information. In the reservoir formations vis a vis at shale beds, gamma ray 

(GR) log which measures natural radioactivity in formations reflects the shale contents while the SP log displays 

excursion from the shale base line, hence both logs were used for the identification of sand / shale lithology in 

the study area [5]. The resistivity log in combination with the GR log were used to differentiate between 

hydrocarbon and non-hydrocarbon bearing zones. In hydrocarbon bearing formation, the resistivity log 

signatures show high resistivity values than when in water bearing formation. The discrimination of the various 

fluid types i.e. oil / gas within reservoirs could not be achieved because of the non availability of neutron log 

among materials used in carrying out the study. 

 

Lithology Identification of Fenchugonj Gas Field (Well # 03) using Gamma Ray (GR) Log  

 Lithology is often used to describe the solid(matrix) portion of the rock, generally in the context of a 

description of the primary mineralogy of the rock ( e.g., a sandstone as a description of  a rock composed 

primarily of quartz  grains , or a limestone  composed  primarily of calcium carbonate) [5]. The Gamma Ray 

(GR) log measures the natural radioactivity of the formations in the borehole. The log is therefore, useful for 

identifying lithologies and for correlation purposes. In sedimentary formations, the GR log normally reflects the 

shale content of the formations because of the concentration of radioactive materials in the shale\clays. Shale-

free sandstones and carbonates have low gamma ray values, unless radioactive contaminants (volcanic ash, 

granite wash, or potassium rich fluids) are present [6]. Shale exhibit relatively high GR count rates due to 

presence of potassium ions in the lattice structure of clay mineral .On the other hand, reservoir rock (calcite, 

dolomite, quartz) exhibit relatively low GR count rates due to absence of potassium ions in the lattice structure 

of mineral [7].Some of low radioactivity and high radioactivity‟s material are shown in table II. 

 

Table II: Distribution of common rocks with respect to their radio activities 

 

 

 

 

 

 

 

Scale of GR: It is plotted as API Gamma Ray Units ranging from a low of zero (0) to as high as two hundred 

(200) or more. One should always check the scale being used. In common use today is a scale of zero (0) to 200 

API Units [8] 

 

 

 

 

 

 

 

 

Figure 5: Well Log showing Gamma Ray , Caliper Log , Resistivity Log  and Porosity log scale. 

Low Radioactivity  High Radioactivity  

Halite  

Gypsum  

Anhydrite  

Limestone  

Dolomite  

Sandstone  

 

Shales 

Igneous rock 

 

 

 



American Journal of Engineering Research (AJER) 2014 
 

 

 

w w w . a j e r . o r g  
 

Page 41 

.  

Figure 6: Mud cake formation in porous zone indicating permeability 

Lithology Identification of Fenchugonj Gas Field (Well # 03) using Spontaneous Log (SP) 

 The SP tool is one of the simplest tools and is generally run as standard when logging a hole, along 

with the gamma ray. SP data can be used to find where the permeable formations are present. Permeable zone 

has been identified in the SP log. Since Negative maximum deflection from shale base line in SP log indicates 

the permeable zone [7]. Negative deflection at reservoir zone A, B, C, D, E, F and G which are indicating that 

these zone are porous formation at FGF (well#03).  

 

Permeable formation determination based on Caliper log 

Hole diameter is smaller than bit size due to development of mud cake for porous and permeable formation 

which are indicating the permeability [5,13]. According to Gamma Ray Log, SP Log and Caliper log, reservoir 

formation i.e. sandstone has been identified in FGF (well#03) and shown in table III. 

 

 

 

 

 

 

 

 

 

 

 



American Journal of Engineering Research (AJER) 2014 
 

 

 

w w w . a j e r . o r g  
 

Page 42 

 

Table III: Lithology  Identification  of Fenchugonj Gas Field (well # 3) using GR Log, SP Log and Caliper 

Log 

Depth   (meter) Lithology Remark 

1500-1656 Shale  

1656-1680 Sand Zone A 

1680-1992 Shale  

1992-2017 Sand Zone B 

2017-2030 Shale  

2030-2086 Sand Zone C 

2086-2148 Shale  

2148-2154 Sand Zone D 

2154-2206 Shale  

2206-2260 Sand Zone E 

2260-2511 Shale  

2511-2526 Sand Zone F 

2526-2612 Shale  

2612-2627 Sand Zone G 

2627-2700  Shale  

 

DETERMINATION POROSITY USING DENSITY LOG, NEUTRON LOG AND SONIC LOG  

Definition of Porosity : Porosity gives an indication of the rock‟s ability to store fluids. It is defined as the ratio 

of the pore volume to the bulk volume of the porous medium as shown in the following equation [5]: 

 

Porosity,                (1) 

where Φ= Porosity, %, Vp =Pure volume, Vb=Bulk volume and Vs=Solid volume 

Principle of Density log:  

 The density logging tool has a relatively shallow depth of investigation, and as a result, is held against 

the side of the borehole during logging to maximize its response to the formation. The tool is comprised of a 

medium –energy gammy ray source ( cobalt 60, cesium 137). Two gamma ray  detectors provide some measure 

of compensation for borehole condition. When the  emitted gamma rays collide with electrons in the formation, 

the collisions result in a loss of energy from the gamma ray particle. The scattered gamma rays that return to the 

detectors in the tool are measured in two energy ranges [5]. This type of interaction is known as Compton 

scattering. The scattered gamma rays reaching the detector, at a fixed distance from the source, are counted as 

an indication of the formation density.  

Hence, the expression for bulk density is [7] 

               (2) 

Where, d, ma, b and  f  are porosity from density log ,density of formation matrix, g/cm
3
 (for Sand2.65), bulk 

density from log measurement, g/cm
3 

and density of fluid in rock pores, g/cm
3
 (formation water, 1.1) 

respectively.  

Porosity from density log, ФD= (ρma- ρb) /( ρma-ρf)           (3) 

Where ρma= matrix of sand (2.65), ρb = Bulk density (from log data) 

 ρf = Fluid density ( from chart , formation water, 1.1) 

 

Principle of Neutron Log  

 Neutron logs are basically a measure of the amount of hydrogen contained in the formation [9]. High 

neutron count rate indicates low porosity, while low neutron count rate indicates high porosity. While there is 

very little difference between oil and water, the neutron tool will distinguish between gas and oil saturations. 

When gas is measured, the porosity will appear very low because there is a lower concentration of hydrogen in 

gas than in oil or water. A decrease in neutron porosity by the presence of gas is called gas effect [5].  

 

 

 

   fmab  1
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Porosity from Density and Neutron log 

 The combination of the neutron and density measurements is probably most widely used porosity log 

combination. The response of the combination is such that for reconnaissance evaluation one can forego the 

crossplot and rely on recognition of the curve patterns to quickly determine the most likely predominant 

lithology and formation porosity [5]. 
 

ФD-N = √(ФD2  +  ФN2)/2             (4) 

Where ΦD = from equation  (3)  

ΦN =  Neutron Log provides ΦN directly 

 

Principle of  Sonic Log (Acoustic Log) 

 The Sonic log is a porosity log that measures interval transit time ( Δt) of a compressional sound wave 

travelling though the formation along the axis of the borehole. The sonic log device consists of one or more 

ultrasonic transmitters and two or more receivers [5]
. 
Known as the interval transit time, Δt is the reciprocal of 

the velocity of the compressional sound wave. To avoid fractions, the interval transit time is scaled by 106 and 

reported in micro-seconds per ft (μsec/ft).  Thus, Δt = 106/v, where Δt is the interval transit time in μsec/ft and 

V is the compressional wave velocity in ft/s 

Wyllie time-average porosity equations (Wyllie et al.,1958):  

Φs =(Tlog  -Tmatrix)/(Tf-Tmat)             (5)  

Tlog =from sonic log 

Tmatrix= 55-51 micro second, for sand 

Tfluid= 185 micro second, for salt base water and 189 for fresh water. 

 Determining porosity from different log using above mentioned equation has been shown in table V. 

 

III. RESULTS AND DISCUSSION 
3.1 Qualitative Interpretation 

 According to GR log, SP log and Caliper Log, seven sand bodies marked reservoir zone A, B, C, D, E, 

F and G were found across the FGF at Well # 03. From the analysis, particularly the resistivity logs, all the 

seven delineated reservoirs were identified as hydrocarbon bearing reservoir across the FGF at well # 03. 

 

3.2 Quantitative Interpretation 

 Quantitatively, the petrophysical parameters are estimated using empirical formulae as follows. The 

methodology as earlier reported was chosen for the quantitative interpretation of the delineated reservoirs in 

each reservoir zone. Table IV represents the results of some computed petrophysical parameters for well #03 in 

reservoir zone A.  
 

Table IV: Picking value from FGF (well #03) log at zone A (depth 1656-1680 meter) 

Depth  GR SP LL3 ILM ILD Density log Neutron log  Sonic 

transit time 

Meter API  Ohm-

m 

Ohm-

m 

Ohm-m Bulk 

density(ρ) 

gm/cc 

Porosity(Φ), 

% 

TLog 

μsec/ft 

1656-1658 150 50 3.5 6.5 7 2.25 0.36 120 

1658-1660 130 54 3 5.5 9 2.225 0.36 148 

1660-1662 115 53 3.2 5 9.5 2.225 0.195 148 

1662-1664 130 53 2.5 5 8 2.35 0.195 120 

1664-1666 130 52 2.8 5 6 2.3 0.195 100 

1666-1668 130 52 3.5 5 5.5 2.35 0.195 95 

1668-1670 130 52 3.5 5 6 2.35 0.195 100 

1670-1672 130 52 3.5 5 6 2.32 0.195 98 

1672-1674 130 52 5 5 6 2.28 0.195 100 

1674-1676 130 55 5 5.5 8 2.3 0.195 100 

1676-1678 130 52 5 5.5 5.5 2.32 0.195 100 

1678-1680 150 50 3.5 5 6.5 2.33 0.195 90 
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Table V: Porosity calculation for reservoir zone A at FGF (well#03) using above mentioned equation 

Reservoir 

Zone A/ 

Depth  
 

Bulk density 

from Density 

log, eq2 

Porosity from 

Density 

log,eq3 

Porosity  

from      

Neutron log 

Porosity from 

Density- Neutron 

log,eq4 

Transit time from 

Sonic log,  
Porosity from      

Sonic log  

Eq5 

(meter) ρb (gm/cc) ФD  (100%) ФN(100%) ФD-N (100%) T Log(μsec/ft) Фs( 100%) 

1656-1658 2.25 0.258 0.36 0.31318 120 0.507576 

1658-1660 2.25 0.27412 0.36 0.319957 148  0.719697 

1660-1662 2.22 0.27412 0.195 0.237876 148 0.719697 

1662-1664 2.35 0.1935 0.195 0.194251 120 0.507576 

1664-1666 2.3 0.2257 0.195 0.211 100 0.356 

1666-1668 2.35 0.1935 0.195 0.194251 95 0.318182 

1668-1670 2.35 0.1935 0.195 0.194251 100 0.356061 

1670-1672 2.32 0.21285 0.195 0.20412 98 0.340909 

1672-1674 2.28 0.23865 0.195 0.217921 100 0.356061 

1674-1676 2.3 0.22575 0.195 0.210936 100 0.356061 

1676-1678 2.32 0.21285 0.195 0.20412 100 0.356061 

1678-1680 2.33 0.2064 0.195 0.200781 90 0.280303 

Average   0.22575 0.2225 0.225215  43.119% 

 

4.2.7: Porosity determination from neutron Log, density log, density-neutron log and sonic log 

After calculating porosity for Zone A, we can similarly estimate the porosities for Zone B, Zone C, Zone D, 

Zone E, Zone F and Zone G revealed in table VI.   

 

Table VI: Average porosity for reservoir Zone A, B, C. D, E, F and G at FGF Well # 03 
 

Zone /Depth Average Density 

porosity % 

Average Neutron  

porosity% 

Average Density-Neutron 

porosity% 

Average Sonic porosity 

% 

A(1656m-1680) 22.575 

 

22.25 

 

22.5215 43.1187 

 

B (1992-2018) 18.66 21.24 20.08 52.38 

C(2030- 2086) 26.81 19.01 23.38 54.89 

D(2148-2154) 29.50 20.67 25.72 46.04 

E (2206-2260) 20.54 23.67 22.27 34.01 

F (2511-2526) 21.45 24.75 16.39 18.51 

G(2612-2628) 17.01 23.13 20.52 22.92 

 

 
 

Figure 7: Comparison of porosities of neutron log, density log, density-neutron log and sonic log 
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HYDROCARBON ZONE DETECTION BASED ON RESISTIVITY LOG 

 The resistivity log is a measure of a formation‟s resistivity. In log interpretation, the hydrocarbons, the 

rock, and and the fresh water of the formaton are all assumed to act as insulators and are, therefore, 

nonconductive ( or at least very highly resistive) to electric current flow. Salt water, however, is a conductor and 

has a low resistivity. Resistivity is a basic measurement of a reservoir‟s fluid saturation and is a function of 

porosity, type of fluid (i.e. hydrocarbon, salt water, or fresh water),amount of fluid , and type of rock . because 

both the rock and hydrocarbons act as insulators but salt water is conductive, resisitivity measurements made by 

loggong tools can be used to detect hydrocarbons and estimate the porosity of a reservoir [5]. In this research, 

deep resistivity and shallow resistivity were studied. Deep resistivity is the resistivity recorded farther away 

from the inversion core created by the drilling mud. Shallow resistivity log is the resistivity recorded close to the 

oil well bore. A deep  resistivity and shallow resistivity with low gamma ray log is indicative of hydrocarbon 

(HC) presence. Shales show low resistivity values with high gamma ray values.  

 

CALCULATION OF WATER SATURATION  

 To calculate water saturation, Sw of uninvaded zone, the method used requires a water resistivity Rw 

value at formation temperature calculated from the porosity and resistivity logs within clean water zone, using 

the Ro method given by the following equation: 

  

                (6) 

Rw is the water resistivity at formation temperature, Φ and Ro are the total porosity and deep resistivity values 

in the water zone respectively. Tortuosity factor is represented as “a” and m is the cementation exponent, 

usually 2 for sands [10]. In the water zone, saturation should be equal to 1, as water resistivity Rw at formation 

temperature is equal to Rwa, Water saturation,  Sw can then be calculated using Archie‟s method, given by: 

              (7) 

where n is the saturation exponent and Rwa is water resistivity in the zone of interest, calculated in the same 

manner as Rw at formation temperature [11]. 

 

Formation water equivalent Resistivity 

 Rwe = ΦD-N2  *R               (8) 

R0 = Formation water resistivity =LL3 (from log data), for 100% water 

Lowest value of  Rwe =Rw 

Rt/RLL3= ? (using RLL3/RILD versus RLL3/RILM  at tornedo curve          (9) 

Rt = (Rt/RLL3) *RLL3             (10) 

F =0.81/ ΦD-N2,    if ΦD-N value less than 16%         (11) 

F=0.62/ ΦD-N2.15 ,    if ΦD-N value greater  than 16%                                    (12) 

  

Sw=                         (13) 

 

Determination of Hydrocarbon Saturation  

 Hydrocarbon Saturation, Shc is the percentage of pore volume in a formation occupied by 

hydrocarbon. It can be determined by subtracting the value obtained for water saturation from 100%  

 i.e. SHC = 1-SW            (14)   

 

Determination of Permeability 

 Permeability, K is the property of a rock to transmit fluids. For each identified reservoir permeability, 

K is calculated using equation [10]. 

           (15) 
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where Swir is the irreducible water saturation [12] 

Table VII: Picking value from Well Log of FGF( well #03) and determine formation factor, hydrocarbon 

saturation 

 

Depth  ФD-

N 

RLL

3 

Rwe RIL

M 

RID RLL3/ 

RILM 

RLL3/ 

RILD 

Rt/R

LL3 

Rt F SW Shc Perme

ability 

(meter) %  Eq
3 

(
Ω-

m
 

Ω-

m 

Ω-

m 

  Eq
9
 Eq

10 

Ω-m 

Eq
11/

12
 

Eq
13 

%
 

Eq
14 

% 
Eq

15 

md
 

1656-1658 0.3 3.5 0.23 6.5 7 0.54 0.5 1.9 6.65 7.52 0.06 0.93 194 

1658-1660 0.3 3 0.22 5.5 9 0.55 0.33 1.9 5.7 7.18 0.07 0.93 179 

1660-1662 0.2 3.2 0.24 5 9.5 0.64 0.34 1.9 6.1 13.6 0.13 0.87 88 

1662-1664 0.2 2.5 0.09 5 8 0.5 0.31 1.9 4.8 21.0 0.25 0.75 63 

1664-1666 0.1 2.8 0.14 5 6 0.56 0.47 1.9 5.3 17.6 0.19 0.81 36 

1666-1668 0.2 3.5 0.13 5 5.5 0.7 0.64 1.9 6.6 21.0 0.18 0.82 75 

1668-1670 0.2 3.5 0.13 5 6 0.7 0.58 1.9 6.6 21.0 0.18 0.81 75 

1670-1672 0.2 3.5 0.16 5 6 0.7 0.58 1.9 6.6 18.9 0.16 0.84 79 

1672-1674 0.2 5 0.28 5 6 1 0.83 1.9 9.5 16.4 0.11 0.90 95 

1674-1676 0.2 5 0.25 5.5 8 0.91 0.63 1.9 9.5 17.6 0.11 0.89 95 

1676-1678 0.2 5 0.23 5.5 5.5 0.91 0.91 1.9 9.5 18.9 0.11 0.88 95 

1678-1680 0.2 3.5 0.15 5 6.5 0.7 0.54 1.9 6.6 19.6 0.17 0.83 77 

Average          6.9 0.14   95 

 

Table VIII: Summary of the Average Petrophysical Parameters for Reservoirs zone A, B, C, D, E, F and G at 

well #03 of FGF 

 

Reservoir Zone  Average  

Porosity   

Average  

Water Saturation 

(%) 

Average  

Hydrocarbon 

Saturation (%) 

Average  

Permeability  

md 

A (1656-1680) 22.5215 14.25 85.68 95 

B (1992-2017) 20.0726 64.8 35.2 85 

C (2030-2086) 23.375 42.99 57.01 91 

D (2148-2154) 25.72 47.24 52.76 105 

E (2206-2260) 22.27125 53.14 46.86 48 

F (2511-2526) 16.3945 2.80 97.20 14 

G (2612-2627 20.52 52.85 47.145 32 
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Figure 8: Relationship between percentage average effective porosity, water saturation, hydrocarbon saturation 

and permeability of reservoir zone A – G. 

 

IV. CONCLUSION  
 An engineer or geologist or geophysicist can interpret the log readings to reach certain conclusions 

about the formation.  For example, negative maximum deflection from shale base line in SP log indicates the 

permeable zone and an increase in a porosity log might indicate that the formation has porosity and is permeable 

[7].Besides, resistivity logs determine what types of fluids are present in the reservoir rocks by measuring how 

effective these rocks are at conducting electricity. Because fresh water, oil and gas are poor conductors of 

electricity. They have high resistivity [5]. By contrast, most formation waters are salty enough that they conduct 

electricity with ease. Thus, formation waters generally have low resistivity. Hydrocarbon saturation and 

formation porosity are the two key parameters determined from wire line logs that are used in the evaluation of a 

subsurface reservoir as a potential hydrocarbon producer. They are the measures of reservoir content but not 

reservoir performance and by themselves do not provide an actual indication of the hydrocarbon productivity of 

a reservoir.   

 

The petrophysical properties evaluation of „FGF‟ (Well# 03) field for its reservoirs characterization 

was made possible by careful analysis and interpretation of its well logs. The results show the field‟s delineated 

reservoir units having porosity ranging from 0.16 to 0.25 indicating a suitable reservoir quality, permeability 

values from 14 md to 105 md attributed to the well sorted nature of the sands and hydrocarbon saturation range 

from 35.2% to 97.20% implying high hydrocarbon production. These results suggest high hydrocarbon potential 

and a reservoir system which performance is considered satisfactory for hydrocarbon production. 

The endeavor of this paper is to show the petrophysical properties of reservoir rock of FGF (well#03) using wire 

line logging technique. This work has introduced the practical application of wireline log and interpreted 

porosity, water saturation, hydrocarbon saturation and permeability. All calculation in this work was done 

without consideration of mud composition, mud temperature plus other sophisticated parameter.  
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ABSTRACT: Pattern of vertical deformations of soil bases, under shallow foundation modelsof different 

vertical cross-sectional shapes were experimentally   studied on three different modeled non-cohesive 

subsoilconditions. Foundations models with rectangular, wedge and T shape vertical cross-sections were 

studied. Result of the study showed that, under the action of vertical load, bulk of the vertical deformation of 

subsoil bases at the instance of foundations with rectangular vertical cross-sectional shapes, is mostly 

associated with the soil beneath the foundation, while at the instances of those with wedge and T  vertical cross-

sectional shapes, deformation of the soil occurs both under the foundations’ bases and along their vertical 

stems. This indicates that, although less loads were generally resisted by the wedge and T shape foundations, 

using then can help in mobilizing substantial mass of soil above the foundation bases, to function not only as 

surcharge to the soil below the base, but also in resisting structural loads.  
 

KEYWORDS:  Deformation pattern; Foundation shape; Non-cohesive soil; Soil base; Vertical load. 
 

 

I. INTRODUCTION 
The earth provides the ultimate support for most civil engineering structures including, bridges, earth 

fills, earth and concrete damsetc., as such the behavior of the supporting ground, under these structures, directly 

affects their stability. Soil (since sound rocky stratum is often rare to come by) is usually the supporting ground. 

Since soilis weaker than most other construction materials like wood, concrete, steel or masonry, hence, 

compared to structural members made out of these materials, a larger area or mass of soil will necessarily be 

requiredto carry the same load. Foundations are the structural elements that transmit the structural loads to the 

ground in a way that the supporting soil is not overstressed and do not undergo deformation that would cause 

excessive settlement of the structure [1]. This is achieved through choice of foundation type and its geometry 

(shape).Foundations are generally classified into shallow foundations and deep foundations.Shallow foundations 

are considered those types that transmit structural loads to the soil strata at a relatively small depth. Terzaghi [2] 

defines shallow foundation as that which is laid at a depth Df not exceeding the width B of the foundation, that is 

Df/B≤1.However, subsequent studies have shown that, for shallow foundations, Df/B can be as large as 3 to 4 [3-

5]. 

 Various types (shapes) of shallow foundations are known, with strip, square, rectangular and circular 

being the most widely used.These typesof shallow foundations have different shapes which only vary from each 

otherplan-wise or by horizontal cross-section. Depending on the design thicknesses, the shapes of theirvertical 

cross-sections arebasically the same. This makes the mode of their interaction with the soil basestrunk-wise 

(vertically) basically the same. Their interaction with the soil bases is such that the soil above their bases 

contributes to the resistance of the structural loads mostly by surcharging the soil below the base of the 

foundation. Therefore the study of other shapes of shallow foundations that can both partly distribute structural 

loads vertically along their trunks and bases is presented. V and T shape foundation were considered along with 

the conventional rectangular shaped foundation.The study presents pattern of vertical deformation (settlement) 

of non-cohesive soil bases under foundations of these shapes. This study wasbased on the fact that, in the design 

of shallow foundations, it is commonly believed that settlement (deformation) criterion is more critical than that 

of the bearing capacity [6]. Settlement of 25 mm is usuallytaken as the allowable in the design of shallow 

foundations such as pad or strip [7]. 
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II. EXPERIMENTAL METHODOLOGY 
Fourwooden models of shallow foundations were used for the study. The first model (labeled as 

rectangular shape-1) was a rectangular shape block with dimension of 30x60x60mm for width, length and height 

respectively, the second model (labeled as rectangular shape-2) was a rectangular shape block with dimension of 

50x60x60 mm for width, length and height respectively, the third was a wedgeshape block of 60 mm height with 

width and length for top and lower sides as 60x60 mm and 30x60 mm respectively, while the fourthwas a T-

shape block of 60 mm height with width and length for top and lower parts as 60x60mm and 30x60mm 

respectively (fig. 1). The dimensions of the models were chosen so as to be within Df/B≤2(Dfand B are depth of 

foundation embedment and width respectively).Three subsoil conditions of non-cohesive soil were modeled in 

the geotechnical laboratory of the Department of Geotechnics and Environmental Engineering of Belarusian 

National Technical University, Minsk, Belarus. The experimental stand used for the study was a rectangular 

containerwithdimension1100х600х250 mmforlength, height and width respectively, with a transparent front side 

(fig. 2). 

 
 a   b   c   d 

     Note: all dimensions in mm 

 

Fig. 1: Foundation prototypes: a- rectangular shape, b- wedge-shape, c- T-shape. 

 
 

   
 

Fig. 2: Experimental stand 

 

Two types of non-cohesive (sandy) soils were used in modeling the subsoil bases. The first soilwas 

classified according to Russian standard [8] as coarse grain sand, while the second soil was classified as medium 

grain sand. The subsoil bases were modeled by compaction of the soils at various moisture contents and 

densities.Figs. 3-5 show the modeled subsoil conditions.The experimental stand was filled with the soils in 

layers of 50 and 25 mm, with each layer compacted to the respective unit weight (density) and at respective 

moisture contents. The top of each layer was marked from the inside side of the transparent side of the box with 

thin layer of powdered chalk, while thin marker was used to trace the marks on the outside surface. With these, 

and using gauges, the vertical deformations (displacements) of the soil layers at the instance of each of the 

foundation models were measured. The markings also make visual observations of the deformation process 

possible. The foundation models were placed during placement and compaction of the last two upper layers as 

shown in figs. 3-5. Using 1:10 loading lever, loads were statically, vertically, centrally and uniaxially applied to 

the foundation models.  
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Fig. 3: First modeled subsoil condition 

 

19

18

100

18

200

8

6

8

Soil type
depth

(mm)

γ 

(kN/м3) 

w 

(%) 

Coarse grain 

sand

Coarse grain 

sand

Medium grain 

sand

 
Fig. 4: Second modeled subsoil condition 
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Fig. 5: Third modeled subsoil condition 

 

On the first modeled subsoil condition, maximum loads of 339, 267, 228 and 285kPa were applied to 

rectangular-1, rectangular-2, wedge and T shape foundation models respectively. Maximum loads of 394, 400, 

228 and 285kParespectively,were applied to rectangular-1, rectangular-2, wedge and T shape foundation 

models, on the second subsoil condition. On the third modeled condition, 450, 400, 285 and 285kPaloads were 

applied respectively to rectangular-1, rectangular-2, wedge and T shape foundation models respectively. At 

these respective loads, the patterns of vertical deformation of the subsoil bases at the instance of these models 

foundations were studied. 
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III. RESULTS AND DISCUSSION 

Investigation on the first modeled subsoil condition showed that on loadingthe rectangular shape 

foundation models,heaving and bulging of the ground surface to 0,1b and 0,04b (b – width of the foundation 

models) respectively for rectangular-1 and 2, occurred.  Soil under their basesto a depth of b deformed, the 

maximum deformation occurs in the soil directly below the foundation, and decrease with depth. This 

observation is similar to those reported by ALChamaaet al [9].On loading wedge shapefoundation models, two 

deformation zones were observed –along its vertical trunk and below the base. Minimum deformation of the soil 

base was observed at the ground surface and increases to the maximum at the base of the foundation model. 

Heaving and bulging of the ground surface was not observed in this case.On loading the T-shape foundation 

model, two deformation zones in the subsoil were also observed. The first deformation zone occurs from the 

ground surface of the soil along the vertical sidesof the foundation to the depth h. Maximum deformation in this 

zone occurs at depth h. The second deformation zone occurs under the foundation to a depth of b'(b' – width of 

the stem part of the foundation model), with the maximum observed with the soil directly beneath the base of 

the foundation, and decreases with depth. Heaving and bulging of the soil surface was not observed.   

Fig. 6 shows the vertical deformation of the soil bases under the respective maximum loads for the 

foundationmodels on the first modeled subsoil condition. 
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Fig. 6: Deformation of soil under foundation models on the first modeled subsoil condition  

 

Study of the deformation patterns of the soil on the second modeled subsoil condition showed two 

types of deformation on loading rectangular and wedge shape foundationmodels. First type of deformation is 

heaving of the soil along the vertical trunks of the foundation,from 0,6h(h– thickness of the foundation) to the 

ground surface, while the second type of deformation was settlement of the soil from 0,6hto the depth of 1b 

below the foundation bases. Maximum deformation (settlement) occurred at depth 1h and decreases to 1bbelow 

the foundation bases. Heaving and bulging of the soil surface was not observed with rectangular-1 and wedge 

shape models, but in the case of rectangular-2 heaving and bulging of the soil surface to 0,06bheight was 

observed.On loading the T-shape foundation model on the second modeled subsoil condition, both soil along the 

vertical trunk and beneath the foundation base settles (deformed). Minimum deformation was observed at the 

ground surface and increases to its maximum value at the base of the foundation i.e. at the depth 1h. Heaving 

and bulging of the soil surface was not observed with in this case. Fig. 7 shows the vertical deformation of the 

soil bases under the respective maximum loads for the foundation models on the second modeled subsoil 

condition. 

 



American Journal of Engineering Research (AJER) 2014 
 

WWW 
w w w . a j e r . o r g  

 
Page 53 

1

0.0

10.0

35.0

60.0

85.0

110.0

135.0

-2.14 (-2.07), (-2.04), (3.42)

6.14 (8.01), (7.98), (8.95)

0.00 (3.49), (3.69), (3.82)

0.00 (1.07), (2.73)

-3.21 (-3.11), (0.00), (0.00)

0.00 (0.00)

Pi, kPa

Rectangular shape-1

Rectangular shape-2

Wedge shape

T-shape

Deformatiom (mm)

0
.0

2
.0

4
.0

6
.0

8
.0

1
0
.0

-2
.0

D
e
p
th

 (
m

m
)

 
Fig. 7: Deformation of soil under foundation models on the second modeled subsoil condition  

 

Study of the deformation patterns on the third subsoil conditions showed two zones of deformation on 

loading rectangular shape foundation models. The first zone of deformation was heaving of the soil along the 

vertical trunk of the foundation to 0,6h depth, while the second zone was settlement of the soil, which occurs 

from 0,6h depth to 1b below the base of the foundations. Maximum deformation occurs with the soil directly at 

the foundation bases, and decreases with depth. Heaving and bulging of ground surface was observed. Heaving 

of the soil occurred from 0,6h depthto the ground surface. The ground surface rose to a height of 0,07b and 

0,05brespectively for rectangular shapes 1 and 2.On loading wedge and T shape foundation models on third 

subsoil condition, two deformation zones were also observed. The first zone of deformation (heavingof the soil) 

occurs from the ground surface along their trunks to a depth of 0,25h, while the second zone of deformation 

(settlement) occurs from 0,25h depth to the bases of the foundations. Heaving of the soil occurred from0,25h to 

the ground surface.The ground surface heaved to a height of 0,04b and 0,04b for wedge and T shapemodels 

respectively, bulging was observed at the surface. In all the models, maximum deformation of soil base occurred 

with the soil directly under the base of the foundations, and decreases with increasing depth. Fig. 8 shows the 

vertical deformation of the soil bases under the respective maximum loads for the foundation models on the 

second modeled subsoil condition. 

It was observed that more soil mass is involved in the deformation process around wedge and T shape 

foundation models than around the rectangular shapes.The result of the study of the deformationpatterns of the 

soil bases at the instances of foundations with these shapes can be summarized as shown in fig. 9. 
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Fig. 8: Deformation of soil under foundation models on the second modeled subsoil condition  
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Stiff/dense soil

Weak/loose soil
 

 

Fig. 9:Summarized patterns of deformation of the soil bases under the studied foundations shapes 

 

IV. CONCLUSION 
Deformation patterns of foundation models with different vertical cross-sectional shapes on non-

cohesive subsoil bases under vertically applied load were studied.The results generally showed that bulk of the 

vertical deformation of the soil bases under shallow foundations with rectangular vertical cross-

sectionalshapesis mostly associated with the soil below the base of the foundations, while those with wedge and 

T vertical cross-sectional shapes, both soil along the trunks and below their bases, vertically deformed. This 

showsthat although, less loads were resisted by these (wedge and T) shapes,using them can help in mobilizing 

substantial mass of soil above the foundation bases, to function not only as surcharge to the soil below the bases, 

but also in resisting structural loads.This potential can especially be usedwhen stronger soil layers are underlain 

by weaker ones. 
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ABSTRACT:Concrete structures are often subjected to short duration (static or dynamic) due to relatively low 

tensile strength and fracture energy, the impact resistance of concrete is poor. There are several situations in 

which concrete structural elements are subjected to impact loading. The behavior of concrete under impact 

loads is far from adequate and there is significant variability in the published literature. In this work, an attempt 

is made to study the impact resistance of fibrous concrete using ACI drop weight Impact tester.Three grades of 

concrete’s namely M1, M2, and M3 are considered in this investigation with 0.1%, 0.2%, 0.3% dosage of 

Polypropylene fiber. The experimental test results of fiber concrete’s are compared with plain concrete and 

conclusions are arrived. 
 

KEYWORDS: ACI drop weight Impact testing,Fibrous Concrete, Impact Strength, Polypropylene Fiber, 
Ultimate load 
 

 

I. INTRODUCTION 
Research work carried out so far towards the development of concrete that exhibits improved impact 

resistance than conventional concrete. There are several situations in which concrete structural elements are 

subjected to impact loading. The behaviour of concrete under impact loads is far from adequate and there is 

significant variability in the published literature. The primary reason for this is the lack of a standardized 

technique of testing concrete under impact.The primary reason for this is the lack of a standardized technique of 

testing concrete under impact. 

II. REVIEW OF LITERATURE 
 Benter .etal (1989) has investigated the effects of low volumes of fibrillated fiber reinforcement on the 

proprieties of concrete, in particular on impact resistance. Low content of polypropylene fiber reinforcement 0.1 

to 0.5%) had only a small positive influence on the impact resistance of both normal and high strength 

concretes. Chauvel el at (1989) have investigated impact resistance of slab are increased by fiber addition 

together, with the ultimate deformation energy for impact load subjecting the specimen to flexure shear and 

torsion. Chu el at (1989) has investigated Polypropylene fibers in impact test on small concrete beams. The 

impact resistance is increased by 29% for the beam in presence of Polypropylene fibers. Sivaraj.etal (1989) have 

presented the results of an investigation carried out to determine the flexural, endurance limit and impact 

strength of steel fiber reinforced refractory concrete at 0.5%, 1.0% and 1.5% by volume of fiber. These 

properties are compared to the same refractory concrete mix without steel fiber. The fatigue strength of 

increased 61%, 159% and 199% to 0.5%, 1.0% and 1.5% by volume of steel fiber respectively. The endurance 

limit expressed as a percentage of plain concrete modulus of rupture, increased 60%, 160% and 200%. When 

reinforced with 0.50%, 1.0% and 1.5% of steel fiber by volume, respectively. The addition of steel fiber also 

substantially increased the strength of refractory concrete.    Bischoff.etal (1990) has studied polystyrene 

aggregate to minimize potential impact damage to structure–low crushing strength and a high degree of 

deformability energy absorbing material properties demonstrate through experiments on impact 

testing.Soroushian el at (1992) has studied the effects of Collated Fibrillated Polypropylene fiber on the impact 

resistance, chloride permeability and abrasion resistance materials, and incorporating different types of 

pozzolanic materials. Plain pozzolan concrete has 40%less ultimate impact resistance than conventional 
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concrete, and percentage increase in ultimate resistance of conventional and pozzolan concrete with addition of 

polypropylene fibers were 50% and 100% respectively.Souatchof .etal (1993) has found that energy absorption 

capability of GRC plates can be realistically estimated by the energy loss of the hammer during impact. It was 

found that the absorbed energy was linearly related to the plate‟s thickness. No significant changes in the energy 

absorption of GRC plates were found due to change to change boundary conditions. Gorst el at (1992) has 

studied special types of specimens to create failure due to flexure, shear and torsion. Steel and Polypropylene 

fiber reinforced concrete is studied 

 Lifshitz .etal (1995) have investigated low velocity impact of carbon fiber reinforced epoxy and it was 

conducted in 48 and 40 layered beams of different combination of 0˚, 90˚, 45˚ and -45˚ stacking sequences. The 

test setup included an instrumented drop weight and data acquisition system. Beams of two lengths were tested. 

Long (199mm) and “short” (55mm), under impact and quasi-static loading conditions. They acceleration pulse 

was analyzed in the frequency domain to determine the source of high frequency vibrations and a simple two 

degree of freedom model was used to distinguish between the force on the Sticker and the force applied to the 

beam. It is shown that the elastic response of the beams is the same under the two loading regimes. Zhou el at 

(1995) have investigated thick glass, polyester woven roving laminated plates subjected to low velocity impact 

using a guided drop weight testing and found that the impact resistance is increased by 36% for thin plates and 

by 22% for the thick plates. Wang el at (1996) has used polypropylene and steel fiber in impact tests on small on 

small concrete beams. Polypropylene fiber less than 0.5% gave a modest increase in fracture energy. Steel fibers 

could bring about much greater increase in fracture energy. Fiber breaking was the primary failure mechanism 

for steel fibers less than 0.5%. Fiber pull out was the primary mechanism for failure with fibers more than 

0.75%. 

III. EXPERIMENT 
 All the samples were prepared using designed mix. Mix design for the M1grade concrete was done 

based on I.S. code method. M2 and M3 grade concrete was done based on ACI method and Trial method 

respectively. The optimum mix obtained for M1, M2, and M3 grade concrete is shown in Table -1. Table 2 & 3 

shows the test result of controlled concrete & details of the specimen. Table – 4 describes the impact strength 

test results. 

 

ACI Drop weight impact test 

 The experimental set up is as shown in Figure – 1 .The test specimens is to move horizontally, 2.8mm 

off the center between the four positioning lugs. The steel ball is free to move vertically with the sleeve 45 N 

drop hammers through a height of 457 mm to cause the first visible crack and ultimate failure. 

 

Testing Procedure     

 Thickness of the specimens is recorded to the nearest millimeter at its center and at the end of a 

diameter prior to the test. The specimens were placed on the base plate with finished face up and positioned 

within four lugs of the impact testing equipment. The bracket with the cylindrical sleeve ball is placed on the top 

of the specimens within bracket. The drop hammer was then placed with base upon the steel ball and held 

vertically. The hammer was dropped repeatedly, and the number of blows required for the first visible crack to 

form at the top surface of the specimen and for ultimate failure was recorded. 

The first crack was based on visual observation. White washing the surface of the test, specimens 

facilitated the identification of this crack. Ultimate failure is defined in terms of the numbers of required to open 

the crack in the specimens sufficiently to enable the fractured Pieces to touch three of the four positioning lugs 

plate. The stage of ultimate failure is clearly recognized by the fractured specimens butting against lugs on the 

base plate. With fiber reinforced concrete specimens the pieces were not often broken clearly, whereas in plain 

concrete specimens were clearly broken.Figure - 2 and 3 shows the failure pattern of Plain Concrete and Fibre 

Concrete. Figure – 4 shows the overview of the tested specimens. 
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IV. FIGURES AND TABLES 
 

 
 

Figure 1: Experimental setup 

 

 
 

Figure 2: Plain Concrete Specimen 

 

 
 

Figure 3: Polypropylene fibre Concrete Specimen 
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Figure 4: Overview of tested specimen 

 

Table 1: Mix Proportions 

 
 

Sl. 

No

. 

Concrete M1 M2 M3 

ITEM Quantity 

(kg/m³) 

Quantity 

(kg/m³) 

Quantity 

(kg/m³) 

1. Cement 

(OPC) 

479 683 950 

2. Fine 

aggregate 

530 784 552 

3. Coarse 

aggregate 

1140 768 761 

4. Water 191 205 205 

5. Mix 

proportion 

adopted 

1:1.10:2.4 

 

w/c: 0.40 

1:1.14:1.12 

 

w/c 0.38 

1:0.58 

:0.80 

 

w/c 0.36 

6  Super  

plasticizer 

1% by  

the weight  

of cement 

 

  ----  

 

 6.8 liters 

 

9.5 liters 

 

 

Table 2: Test results of control specimens 

 
 

Sl. 

No 

 

 

Grade 

of 

concrete 

 

Mix proportion 

Average  

compressive 

Strength in 

7 days 

N/mm2 

1. M1 1:1.10:2.40/0.38 21.37 

2. M2 1:1.14:1.12/0.36 32.50 

3. M3 1:0.58:0.80/0.36 48.30 
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Table 3: Details of specimens 

 

 

Sl. 

No 

 

 

Grade 

of 

concrete 

Dosage 

of Polypropylene 

fibres 

in Plain Concrete 

, % 

No. of 

Specimens 

1. M1 0.0, 0.1, 0.2, 0.3 4 X 5 = 20 

2. M2 0.0, 0.1, 0.2, 0.3 4 X 5 = 20 

3. M3 0.0, 0.1, 0.2, 0.3 4 X 5 = 20 

Total No. of Specimens = 60 

 

Table 4:  Impact strength test results 

 

Grade 

of 

concrete 

Dosage of 

fiber 

In concrete 

% 

No. of 

blows 

for first 

crack 

(Average 

of  5 

Specimens) 

No. of blows 

for ultimate 

strength 

(Average 

of 5 

Specimens) 

M 1 0.0 

0.1 

0.2 

0.3 

348 

400 

437 

493 

368 

425 

482 

537 

M 2 0.0 

0.1 

0.2 

0.3 

448 

493 

558 

490 

510 

552 

622 

551 

M 3 0.0 

0.1 

0.2 

0.3 

624 

705 

945 

1059 

691 

796 

1015 

1204 

 

Table 5 Characteristic Impact strength of concrete 

 

( a ) For First Crack 

Grade of 

Concrete 

NCK  Value for first crack in no. of 

blows 

0.0% 0.1% 0.2% 0.3% 

M1 338 390 427 493 

M2 437 482 547 479 

M3 613 621 863 1208 

 

( b ) For Ultimate Strength 

Grade of 

Concrete 

Improvement in no. of blows of 

Polypropylene fibre concrete over 

plain concrete for first crack 

0.1% 0.2% 0.3% 

M1 15.38 26.33 45.85 

M2 10.29 25.17 9.61 

M3 1.30 40.78 97.06 
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Table 6: Improvement in no. of blows of Polypropylene 

fibre concrete over Plain concrete 

 

( a ) For First Crack 

Grade of 

Concrete 

NCK  Value for first crack in no. of 

blows 

0.0% 0.1% 0.2% 0.3% 

M1 361 415 472 527 

M2 499 541 611 540 

M3 686 17 934 1398 

 

( b ) For Ultimate Strength 

Grade of 

Concrete 

Improvement in no. of blows of 

Polypropylene fibre concrete over 

plain concrete for first crack 

0.1% 0.2% 0.3% 

M1 14.95 30.74 45.98 

M2 8.41 22.44 8.21 

M3 4.51 36.15 103.79 

 

Table 7: Comparison of % Improvement in no. of blows 

of Polypropylene fibre concrete over Plain concrete 

 

( a ) For First Crack 

Grade of 

Concrete 

0.1 % ~     0.2 % 0.1 % ~     0.3 % 

M1 71.19% 198.11% 

M2 144.60% -6.60% 

M3 3036.92% 7366.15% 

 

( b ) For Ultimate Strength 

Grade of 

Concrete 

0.1 % ~     0.2 % 0.1 % ~     0.3 % 

M1 105.61% 207.55% 

M2 166.82% -2.37% 

M3 701.55% 2201.33% 

* -ve sign represents, the % of improvement in no. 

of blows decreases 

 

Table 8: Comparison of test results of M1 grade 

concrete with M2 &M3 grade concrete 

 

( a) For First crack 

Grade of 

Concrete 

NCK  Value for first crack in no. of 

blows 

0.0% 0.1% 0.2% 0.3% 

M1 ~  

M2 

29.28 23.58 28.10 -2.83 

M1 ~   

M3 

81.36 59.23 102.10 145.03 
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( b ) For Ultimate Strength 

Grade of 

Concrete 

NCK  Value for ultimate strength  in no. 

of blows 

0.0% 0.1% 0.2% 0.3% 

M1 ~  

M2 

38.22 30.36 29.44 2.46 

M1 ~   

M3 

90.02 72.77 97.88 65.27 

 

* -ve sign represents, the % of improvement in no. 

of blows decreases 

 

Table 9: Cost comparisons of different fibres 

 

Sl 

.No 

Name of the 

fiber 

Dosage 

in kg/m
3
 

Cost 

Per m
3 

in Rs. 

1. Steel (0.5%) 40.0 2000.00 

2. Polypropylene 

(0.1%) 

0.910 745.00 

3. Reengineered 

Plastic 

Shreds (0.5%) 

4.0 

 

600.00 

 

V. RESULTS DISCUSSION 
The results of impact strength measured as no. of blows for first cracking and failure show a wide variation. 

Using means of measures of deviation, the characteristic value number of blows for first and ultimate cracking 

are obtained as, 

 

NCK =N-1.64 x S 

 

Where, 

                     NCK=Characteristics no of blows 

                      N   = Average no of blows 

                       S   =Sample deviation  

 

From Table - 5 & 6 shows the performance improvement in no. of blows for first and ultimate strength. 

From the Table - 5 addition of 0.1%, 0.2%, 0.3% of fibres in plain concrete shows the improvement in no. of 

blows for first crack to an extent of 15.38%,26.33%,45.85% for M1, 10.29%, 25.17%, 9.16% for M2 and 

1.30%, 40.78%, 97.06% respectively. 

From the Table - 6 addition of 0.1%, 0.2%, 0.3% of fibres in plain concrete shows the improvement in no. of 

blows for Ultimate strength to an extent of 14.92%,30.74%,45.98% for M1, 8.41%, 22.49%, 45.98% for M2 and 

4.51%, 36.15%, 103.79% respectively. 

From Table – 7 shows comparison of percentage of improvement in no. of blows between different 

dosages of fiber content in plain concrete. Addition of 0.2% & 0.3% of Polypropylene fibre in plain concrete 

shows improvement in no. of blows over 0.1% incorporation of fibre in plain concrete are 71.19%, 198.11% and 

105.61%, 207.55% for M1 grade of concrete, 144.60% -6.60% and 166.82%, -2.37% for M2 grade of concrete 

and 3036.92%, 7366.15% and 705.55%, 2201.33% for M3 grade of concrete for first crack and ultimate strength 

respectively. 

From Table – 8 shows comparison of test results of M1 grade concrete with M2 & M3 grade concrete. 

The percentage of Improvement in no. of blows increases to an extent of 29.28% - 81.36%, 23.58 – 59.23%, 

28.10 – 102.10%, 145.03 – 2.83% for first crack, 38.22% - 90.92%, 30.36% - 72.77%, 29.44 – 97.88%, 2.46 – 

165.27% for ultimate strength of M2 and M3 over M1 grade of concrete with 0.0%, 0.1%, 0.2% and 0.3% 

incorporation of fibres in Plain concrete respectively. 

Table – 9 Shows the cost comparison of Polypropylene fibres with other available artificial fibres. 
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VI. CONCLUSIONS 
The following conclusions are presented based on experimental results from investigations, 

 

For M1 Grade of Concrete 

Addition of 0.0%, 0.1%, 0.2% and 0.3% dosage of Polypropylene fibres in plain concrete improves the 

characteristic no. of blows to a maximum extent of 15.38% - 45.85% for first crack and 14.95% - 45.98% for 

ultimate strength.Addition of 0.2% and 0.3% dosage of Polypropylene fibres in plain concrete shows 

improvement in no. of blows by 71.19% , 198.11% and 105.61% ,  207.55% for first crack & ultimate strength 

of M2 and M3 grade of concrete compared to M1 grade of concrete. 

 

For M2 Grade of Concrete 

Addition of 0.0%, 0.1%, 0.2% and 0.3% dosage of Polypropylene fibres in plain concrete improves the 

characteristic no. of blows to a maximum extent of 9.61% - 25.17% for first crack and 8.21% - 22.44% for 

ultimate strength.Addition of 0.2% and 0.3% dosage of Polypropylene fibres in plain concrete shows 

improvement in no. of blows by 144.60% and  166.82% for first crack & ultimate strength of M2 and M3 grade 

of concrete compared to M1 grade of concrete. 

 

For M3 Grade of Concrete 

Addition of 0.0%, 0.1%, 0.2% and 0.3% dosage of Polypropylene fibres in plain concrete improves the 

characteristic no. of blows to a maximum extent of 1.30% - 97.06% for first crack and 4.51% - 103.79% for 

ultimate strength.Addition of 0.2% and 0.3% dosage of Polypropylene fibres in plain concrete shows 

improvement in no. of blows by 3036.92% - 7366.15% for first crack & ultimate strength of M2 and M3 grade 

of concrete compared to M1 grade of concrete. 
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ABSRACT : The application of Predicted Mean Vote (PMV) and Predicted Percentage Dissatisfied (PPD) 

indices for thermal comfort quality assessment in naturally ventilated (NV) buildings in warm-humid climate 

has been observed to lead to overestimation of occupants` comfort and dissatisfaction levels. The thermal 

comfort quality in a naturally ventilated hostel located in Obafemi Awolowo University, Ile-Ife was determined 

using PMV and PPD indices. The measured indoor air temperature and relative humidity were 28.1-34
o
C and 

30.8%-75.5%. The subjective assessments showed that more than 80% of the respondents were comfortable (PD 

˂ 20%) while the PPD index predicted that 58% of the occupants were not comfortable. The calculated PMV 

index on the average was +1.63. There was no correspondence between the thermal conditions predicted by 

PMV-PPD index and actual comfort vote. Fanger`s PMV-PPD model cannot be used to predict indoor climate 

in the study area as it overestimated occupants` comfort and dissatisfaction levels.  

 

KEY WORDS: PMV-PPD model, thermal comfort, NV hostel, field survey. 

 

I. INTRODUCTION 
Based on the relevant statistics, people spend 80% of their lifetime indoors [Wei et al., 2011]. Indoor 

environment, therefore, should be made safe, healthy and comfortable as much as possible. It has been shown 

that the productivity will be increased by 15% when occupants are satisfied with their thermal environments 

[Kim and Kim, 2007]. In students housing it has been found that thermal comfort affects the academic 

performance, intellectual capability and development of students [Dhaka et al., 2013; Appah-Dankyi and 

Koranteng, 2012]. Fanger [1972] also believed that human intellect performance and perception in general will 

reach its maximum potential if human being is in a comfortable thermal condition. Zhang et al. [2009] observed 

that thermal comfort also played a very important role in the provision of quality sleeping environment for 

occupants of hostel buildings. A quality night sleep has been observed to play a significant role in allowing 

adequate daytime functioning: concentration, attention and comprehension as well as learning level [Sekhar and 

Goh, 2011; Lin and Deng, 2006]. Sleep has been shown also to be an important factor that affects students` 

health [Teli et al. 2012].  

 

  Naturally ventilated buildings (NV) used the freely available resources of wind and solar energy and 

with proper design, they could represent an alternative technique for reducing the energy consumption in 

buildings and for creating sustainable thermal comfort and healthy indoor conditions [Stavrakakis et al., 2012]. 

According to Stavridou and Prinos [2013] natural ventilation promotes not only protection and restoration of 

indoor air, but also sustainability and energy saving. Despite these acclaimed benefits, the results of recent 

studies conducted on NVBs often deviated from the actual scenario [Cândido et al., 2010; Haase and Amato, 

2009]. Respondents demanding for cooler environment and more air movement were more numerous than those 

demanding for warmer and less air movement and that they did not provide a significant cooling potential 

during hot season in warm-humid tropical climate. Besides this, the issues that often arose and complained 

about by residents of NV hostel buildings were that; less comfortable indoor environment in their inhabited 

buildings because of high temperatures in the building and that air movement was less effective and these 

problems were mainly noticed in the afternoon. Recent trends showed n a heavy usage of mechanical ventilation 

devices for effective distribution of air in securing thermal comfort. This led to tremendous amount of energy 

required for improving indoor thermal environment.  
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 It is well known that poor thermal comfort forced the users to look for high energy alternatives to 

achieve thermal comfort [Indraganti, 2010]. With the ever growing awareness for a need to reduce building 

energy use and the roles naturally ventilation can play in achieving this goal, it is therefore important to study 

the adequacy of natural wind in providing thermal comfort in buildings. Examination of thermal comfort may 

help in recognizing the agents of thermal problems in buildings and important variables responsible for this 

trend in higher energy usage. In Nigeria, several researchers have investigated indoor thermal environment and 

occupants` thermal comfort in climate responsive design buildings using field surveys and theoretical analyses 

[Olanipekun, 2012; Adunola and Ajibola, 2012; Adebamowo and Olusanya, 2012; Adunola, 2011; Adebamowo 

and Akande, 2010]. However, many of these studies were biased towards family residential buildings, although 

few studies were noted in office and hospital buildings. Besides, many of these researchers characterised the 

thermal comfort of buildings they studied from a microclimatic perspective, only a very few papers employed 

the PMV and PPD indices in the analysis of the indoor climate.  Currently, there has been no discussion on the 

examination of the suitability of PMV and PPD indices in naturally ventilated hostel buildings. There is another 

matter that seems to be not investigated at all in the past studies; calculating the percentage of dissatisfied on the 

basis of the judgement of those people who voted ±2 and ±3 is consistent with the subjective judgement of those 

people who rated the environment as acceptable. Therefore, it is the intention of this study to fill this gap, by 

providing information on the applicability of PMV and PPD indices to evaluate the thermal comfort in this type 

of dwellings where the use of non-air conditioning was employed, focusing on a naturally ventilated hostel 

building in Obafemi Awolowo University, Ile-Ife. The first objective assessed the indoor thermal conditions of 

the selected hostel through measurement of microclimatic parameters. The second objective characterised the 

indoor thermal conditions of the selected hostel using PPM-PPD model and Percentage Dissatisfied (PD) index 

based on questionnaire. The third objective investigated the actual thermal sensation of the students to their 

environment. The fourth objective examined the compatibility of the PMV-PPD model with the actual thermal 

sensation of the students. Finally, the applicability of PMV-PPD index in the selected NV hostel was 

investigated.  

 

II. RESEARCH METHODOLOGY 
The selected method in this research is field survey. Field studies allowed for analyses of many of the 

contextual factors and other factors than those that can be simulated in climate chamber, as the subjects 

provided responses in their everyday habitats, wearing their everyday clothing and behaviour without any 

additional restrictions. In the field survey people are able to act as „meters‟ of their environment [Adebamowo 

and Olusanya, 2012]. The field study was conducted in hot season from January to March, 2013. Meteorological 

data showed that hot season in Ile-Ife is characterised by high humidity and temperature with low air movement.  

 

Climate and characteristics of the selected hostel building 

In this study, a prototype for the examination of thermal comfort in hostel buildings was presented 

using PMV-PPD model in addition to field measurement of thermal comfort parameters and thermal sensation 

vote (TSV) of occupants.  The field survey was carried out in a naturally ventilated hostel building located on 

the campus of Obafemi Awolowo University, Ile-Ife. The city of Ile-Ife is located on latitude 4
o
35`N and 

longitude 7
o
30`E. Ile-Ife, situated in the well-known “Southwest” part of Nigeria, is about 250 km away from 

Lagos (former capital city of Nigeria). Within a warm-humid tropical area, the town has its unique climatic 

characteristics of evident rain and dry seasons that correspond to the months of April to October and November 

to March respectively [NIMET, 2009]. 

 

The hostel building is a low-rise reinforced concrete structure of three floors and oriented at 15 degrees 

to the true north [as shown in Fig.1]. The walls were made of sandcrete hollow blocks. The thickness of the 

external and the internal wall (north, south, west, and east walls) is 300 mm. The building is rectangular in 

shape, being 65m long, 12 m wide and 10 m high. Its window is 1.5 m wide by 1.8 m high and consisted of 

wooden/aluminum frame and single (4mm) common plain glass. The window to wall ratio (WWR = 0.35). The 

hostel building with its north-south facing windows, is in the midst of other hostel buildings of similar height 

and construction. Purposive sampling was adopted for the selection of the hostel due to insufficient measuring 

equipment and was specifically selected for thermal comfort performance analysis as regards to its 

implementation of bioclimatic design strategies. Specifically, passive design strategies related to the use of 

natural ventilation for cooling, important thermal mass, orientation and morphology of the building were 

optimised, overhangs are dimensioned to ensure reduced solar gain and avoidance of direct solar heat gain 

during the year, similar construction map and layout, same material and walls as other hostel buildings, besides 

the availability and will of the occupants to take part in the investigation.  
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(a) 

 
 

(b) 

 

 
 

Fig. 1: General view of the case study building (a) roof overhang (b) screen wall 

 

Data collection method 

 Thermal comfort logging, questionnaire survey and observation were utilized for data collection in this 

short-term field study investigation. Using a combination of research methods is common in field studies and 

helps to balance the strength and weakness inherent in individual data collection strategies.  

 

Objective measurement of the outdoor and indoor environment 

The six physical parameters needed for the evaluation of PMV and PPD indices are air temperature, 

relative humidity, air movement, mean radiant temperature, metabolic rate and clothing insulation. Typically, 

thermal comfort field studies measured the first three parameters with instruments and calculated the later three 

factors from measurements, questionnaire data and observation. In this study, the first three parameters were 

measured by thermal comfort meter (Kestrel model 4500 pocket and handheld weather tracker. The other three 

parameters were determined using information derived from measurements, questionnaire data and observation. 

The measurements of thermal comfort parameters were carried out at three points in each room and at each 

sampling point each parameter was measured three times to ensure accurate data collection. The average value 

of each measured variable was used for subsequent analysis. The instrument setup was placed closed to the 

subjects when recording the environmental conditions, while the respondents filled in the comfort questionnaire. 

To maximize the reliability of the calculation of the PMV index and minimize the effect of the measurement 

accuracy on the assessment of the thermal environment, the measurement protocols and the instruments used for 

the assessment of physical variables were compliance with ISO 7726 [2003]. In order to compare the thermal 

comfort on the inside of the hostel building with outside thermal conditions, the meteorological data were 

obtained from the Department of Physics, Obafemi Awolowo University, Ile-Ife.  

 

Subjective measurement 

In the next stage of data collection, questionnaire survey was employed to evaluate the thermal 

sensation of the respondents regarding the thermal comfort parameters. The questionnaire was divided into four 

sections: the first section centred on the demographic data of the respondents. The second section of the 
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questionnaire was used to collect data on the clothing and the activities of the respondents. The third second 

section asked the respondents to evaluate their thermal environment at the moment of measurement. The last 

section was a checklist on the use of different thermal environmental controls. However, this was not discussed 

in this paper. The influence of thermal environment on occupants was assessed using the subjective scales 

according to the ISO 10551 Standards [2003]. The questionnaire was distributed directly by the researcher in 

company of research assistants. The survey was done in the rooms of the selected hostel systematically 

stratified. The number of respondents who answered the questionnaire was 96. 

 

Thermal sensation model 

PMV is an index that predicts the mean value of the votes of a large group of persons on a seven-point 

thermal sensation scale (see Table 3). To calculate PMV and PPD indices equations derived by Fanger [1970] 

were used for the evaluation of PMV and PPD indices. The mathematical expression of Fanger`s PMV-PPD 

model are as given by Eqs. (1) and (2)   

PMV = (0.303e
-0.036M

 + 0.028) {(M – W) - 3:05 x 10
-3

 (5733 – 6.99 (M –W – Pa) – 0.42 (M –

W) – 58.15} – 1.7 x 10
-5

M (5867- Pa) -0.0014M (34-Tmrt) – 3.96 x10
-8

fcl (Tcl + 273)
4
- 

(Tmrt + 273)
4
 -fclhc (Tcl – Tmrt)]     (1) 

PPD = 100-95exp (-0.03353PMV
4
 + 0.2179PMV

2 
    (2) 

where M is the metabolic rate (W/m
2
), W (W/m

2
) is the external work (equal to zero for most activity), Pa (kPa) 

is the partial water vapour pressure, Ti (
o
C) is the indoor mean temperature, fcl (-) is the ratio of body‟s surface 

area when fully clothed to body‟s surface area when nude, Tcl (
o
C) is the surface temperature of clothing, Tmrt 

(
o
C) is the mean radiant temperature, hc (W/m

2
C) is convective heat transfer coefficient between the occupant 

and the environment. 

Tcl = 35:7-0:028(M – W) -Icl {3:96 x10
-8

fcl [(Tcl +273)
4
 – (Tmrt +273)

4
]  

        + fclhc (Tcl –Ti)}         (3) 

hc = max [2:38(Tcl - Ti)
0:25

; √12.1vair]     (4) 

var = va + 0:005(M/ADU - 58:15)      (5) 

fcl ={1:00 + 1:290Icl for Icl < 0:078  

         1:05 +0:645Icl for Icl > 0:078       (6) 

 

where va (m/s) is the air velocity, var (m/s) is the relative air velocity to the human body, and Icl (m
2
/
o
CW) is the 

thermal resistance of clothing. 

Ps1 = -log
-1

[30:59051-8.2log (Ti + 273:16) + 0:0024804 (Ti + 273:16)  

          – ]         (7a) 

PS2 = 0.1333exp [18.6686 –        (7b) 

To decrease the calculation error, the partial water vapour pressure was obtained using 

Pa =  RH         (8) 

where RH (%) is the relative humidity of the indoor air. 

ADU = 0:202Wb
0:425

 + Hb
0:725

       (9) 

It can be observed from Eqns (1) – (9) that the calculation of PMV is an iterative process.  

 With a computer program developed in Microsoft Excel software based on the algorithms proposed in the ISO 

7730 standard [2005], the values of PMV index were estimated using all the four environmental parameters (air 

temperature, MRT, air velocity and relative humidity) and the two personal variables (activity and clothing of 

respondents) collected during the monitoring period as input parameters. The MRT was determined using the 

regression model proposed by Nagano [2004]. Clothing thermal insulation and metabolic rates values were 

determined from the individual clothing articles indicated in the survey responses and observation made during 

the survey. Based on this information and observation and using the standard lists, the clothing insulation (clo) 

was estimated using the summation formula [ANSI/ASHRAE Standard 55-2004] Icltot = ΣIclu,i where, Icltot was 

the insulation of the entire ensemble and Iclu,I was the insulation of the individual piece of garments. On the 

average the values of the clothing ensemble insulation and the metabolic rates of the respondents were 

calculated as 0.42 clo and 1.06 met respectively. Based on the calculated PMV, the thermal comfort of the space 

was determined from Table 1. For comparison purpose, the appropriate range for thermal comfort were -0.5 < 

PMV < 0.5 and -1.0 < PMV < 1.0 in which 90% and 80% of people have comfort sense.  
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Table 1 

 

The qualitative and quantitative statements of thermal sense 

 

PMV -3 -2 -1 0 +1 +2 +3 

Thermal sensation Cold Cool Slightly cool Neutral Slightly warm Warm Hot 

 

 

Percentage Dissatisfied (PD) index based on questionnaire was also computed.  To determine PD 

index, the number of respondents who expressed discomfort on 7-point ASHRAE thermal comfort sensation 

scale were determined. The expression of discomfort is known if the respondent answers between (-2, -3) and 

(+2, +3) to any of the thermal sensation questions, this question was labelled as a discomfort one. Following 

Pourshaghaghy and Omidvari [2012] methodology the PD index based on the questionnaires in any section of 

the hostel building was then computed using the following expression 

PPD =   x 100   (10) 

 

III. RESULTS AND DISCUSSION 
Environmental conditions during the monitoring period 

During the period of the field measurement, the weather conditions vary with time on different days of 

months. An extremely hot day of every month was chosen as the representative day for the field survey in the 

present paper. Statistical summaries of measured physical thermal comfort parameters of indoor and outdoor 

climatic data are provided in Table 2. For the month of January, outdoor air temperature (ta) ranged between 

22.5
o
C and 32.6

o
C (mean = 29.3◦C, STD = 3.21). In February from 25.1

o
C to 32.9

o
C (mean = 30, STD = 2.36) 

and in March from 26
o
C to 31.8

o
C (mean = 29.5◦C, STD = 1.97) representing temperature swing of 10.1

o
C, 

7.8
o
C, and 9.6

o
C, respectively. In January, outdoor relative humidity showed low values in January and fell 

within 20.36% and 49.34% (mean = 28.86%, STD = 8.70). In February, the relative humidity (RH) fell within 

42.88% and 85.82% (mean = 59.01%, STD = 13.99). In March, relative humidity showed high mean value 

(66.34%) as against January (28.86%) and February (59.015%).   

In January, the indoor air temperature varied from 28.4
o
C and 33.7

o
C (mean = 30.9

o
, STD = 1.71), in 

February from 28.1
o
C to 33.9

o
C (mean = 31.2◦C, STD = 1.87), and in March from 28.5

o
C to 34

o
C (mean = 

31.3◦C, STD = 1.96) representing temperature swing of 5.3
o
C, 5.8

o
C, and 5.5

o
C, respectively. In January, RH 

fell within 31.8% and 71% (mean = 46.16%, STD = 12.45). In February, the RH ranged from 30.8% and 75.5% 

(mean = 45.72%, STD = 14.03) about 4% higher than January record. RH decreased in March with a range of 

32.8-66% (mean = 44.48%, STD = 11.89).  

Table 2: 
Statistical summaries of measured physical thermal comfort parameters of indoor and outdoor climatic data 

 

Month  Descriptiv

e  statistic 

To (
o
C) RHo (%) Ta (

o
C) RH (%) PMV PPD 

Jan Mean 29.3 28.86 30.9 46.16 1.6 56.65 

Max 32.6 49.34 33.5 71 2.28 87.65 

Min 22.5 20.36 28.4 31.8 0.87 20.83 

STD 3.21 8.70 1.71 12.45 0.49 24.39 

Feb Mean 30 59.01 31.2 45.72 1.61 56.75 

Max 32.9 85.82 33.7 75.5 2.31 88.6 

Min  25.1 42.88 28.1 30.8 0.86 20.81 

STD 2.36 13.99 1.86 14.03 0.53 25.90 

Mar Mean  29.5 66.34 31.3 44.48 1.65 58.32 

Max 31.8 84.02 34 66.3 2.39 90.82 

Min  26 51.19 28.5 32.8 0.88 21.51 

STD 1.98 10.89 1.96 11.89 0.57 27.67 

All months Mean  29.6 51.40 31.1 45.45 1.63 57.81 

Max 32.9 85.82 34.0 75.5 2.24 86.21 

Min  22.5 20.36 28.1 30.8 0.87 21.09 
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STD 2.50 19.83 1.81 12.64 0.51 25.29 

 

 

Fig. 2(a) and (b) show the profiles of measured indoor air temperature and relative humidity data 

respectively. The maximum proportion (63.6%) of indoor air temperature fell within 30
o
C and 33

o
C while 

36.4% ranged between 28
o
C and 30

o
C. The lowest temperature was recorded at 9 am in the morning, while the 

highest temperature occurred at 4 pm in the afternoon. There was minimum deviation of the measured air 

temperature across the three months (mean Ta = 30.9
o
C, 31.1

o
C, 31.3

o
C. The low change in various temperature 

intervals was because for these months the difference between mean radiant temperature and dry bulb 

temperature is less then 1
o
C and wind speed is less than 0.1 m/s. Similar higher indoor air temperature was also 

experienced across the three months. According Djamila et al. [2013], the higher temperature variations 

observed are common with concrete structure in this climatic zone. In comparison with standards, none of the 

measured temperature data fell within 23
o
C and 26

o
C, which is the summer thermal comfort zone limits defined 

by the ASHRAE Standard 55-2004. For all months about 58% of measured RH data was in the range of 30%-

70%. 21% of the data fell below 30% while the same percentage (21%) also fell above 70%. The percentage of 

relative humidity on the higher floor was better than that on the ground floor. The diurnal variation in relative 

humidity in these three months was moderate (20-42%).  

(a) 

 

 
 

(b) 

 

 
 

Fig. 2: Profiles of measured indoor environmental variables (a) Air temperature data (b) RH 

 

Relationship between indoor and outdoor climatic data  

Fig. 3 shows the relationship between the indoor and outdoor environmental variables recorded during 

this survey. The indoor environments followed the outdoor conditions closely. There was a close match of 

indoor air temperature with outdoor temperature climate, which is a key feature of NV buildings that is greatly 

different with a constant indoor temperature in AC (Fig. 3 (a). The change in the indoor temperature was similar 

to the change of the outdoor temperature, but the difference between the indoor and outdoor temperatures was 
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small. In most cases, the indoor temperature was always higher in comparison to outdoor temperature. So, it can 

be concluded that, this thermal behavior may lead to discomfort. The relative humidity of the indoor condition 

during this study was lower than the outdoor relative humidity except in January when low values of relative 

humidity were recorded may be due to prolonged harmattan with dry spell (Fig. 3 (b). The indoor temperature 

correlated strongly with outdoor temperature (r = 0.7742, 0.8011, 0.918, N = 96, p < 0.01), outdoor RH but their 

relativities were negative (r = -0.5598, -0.8684, -0.7306, N = 96, p < 0.01) and robustly with indoor RH as well 

(r = -0.8393, -0.8905, -0.9058, N = 96, p < 0.01). Indoor RH showed a significant relationship with outdoor RH 

(r = 0.9406, 0.9178, 0.9651, N = 96, p < 0.01). This makes humidity an important variable for thermal comfort 

in this area. The same tendency between indoor and outdoor temperature correlation was noted in Indraganti et 

al. [2013] and Hwang et al. [2009] studies.  

 

The temperature profiles also provided important information regarding temperature swing and time 

lag between maximum temperatures of both indoors and outdoors of the hostel. The indoor and outdoor 

temperature swing in these three months was very small. Outdoor temperature swings were 10.1
o
C, 7.8

o
C, and 

5.8
o
C for the months of January, February and March respectively. The corresponding indoor temperature 

swings were 5.1
o
C, 5.5

o
C and 5.6

o
C for the above months, respectively. Maximum temperature swing inside the 

hostel was 5.6
o
C, which is quite acceptable for naturally ventilated buildings [Singh et al., 2010].The difference 

between the maximum outdoor and indoor temperature was 1.1°C. The highest outdoor temperature was 32.9
o
C 

and occurred at 03:00 pm while the highest indoor temperature noted for all sample hostels was 34°C, occurred 

at 4 pm. This gave a temperature difference of 1.1
o
C and time lag of 1 h. This time lag also provides critical 

information regarding the insulation level of the hostel. 

 

(a)  

 
(b) 

 

 
 

Fig. 3: Relationship between the indoor and outdoor environmental variables (a) Relationship between the 

indoor and outdoor air temperature (b) Relationship between the indoor and outdoor RH 

 

 

Results of PMV and PPD indices 

The results of the calculated values of PMV and PPD indices across different months and floors are 

shown in Tables 3 and 4. For the sample months, the calculated PMV index on the average was +1.63 while the 

calculated value of PPD index was 57.8% and these indicated that the hostel was observed to be in between 
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“slightly warm” and “warm” category and that approximately 58% of respondents were predicted to express 

dissatisfaction with the environment. Table 4 showed that in January when the PMV was +1.60, the PPD was 

56.65%. In February, when the PMV was +1.63 PPD value was 56.75% while in March when the PMV was 

+1.65, PPD was 58.32%. In terms of floor performance (Fig. 6), the PMV values on the ground were lower as 

its values showed (PMV values = +1.37, +1.54 and +1.57) as against second floor with (PMV = +1.65, 1.67, 

1.71]. Based on Table 5, the worst thermal conditions occurred on the second floor across the different months. 

The t-test on data presented in Tables 5 and 6 revealed that there was no noticeable difference between the PMV 

values across all floors and different months. This was due to the fact that in these months there was no much 

difference in the measured indoor environmental variable.  The PMV-PPD model was also verified with a set of 

observations obtained in some previous field studies in NV buildings. It was found through comparison that the 

values of PMV and PPD indices of the present study were very similar with those obtained by Dhaka et al. 

[2013], Wafi et al. [2011] and Mohazabieh et al. [2010] in their studies on NV buildings.  

 

Table 3 

Summary of PMV and PPD indices across different months 

 

 January February March All months 

PMV 1.60 1.63 1.65 1.63 

PPD 56.65 56.75 58.32 57.81 

 

Table 4 

Summary of PMV an PPD indices by floors across different months 

 

 January February March 

Grd  Sec All Grd  Sec All Grd  Sec All 

PMV 1.37 1.65 1.53 1.54 1.67 1.64 1.57 1.71 1.64 

PPD 44.41 58.41 53.22 53.27 59.5 58.04 54.48 61.25 57.81 

 

Fig. 4 shows the profile of the PMV values versus time of the day. For the sample months, the range of 

calculated values of PMV index fluctuated from -0.87 to +2.39 and the majority of them were between +1.37 

and +2.24 regardless of the month. It was also observed that for the day and at different time, the PMV values 

fluctuated rapidly with time because of the drastic fluctuation of solar radiation. Although, the hostel building is 

protected from direct solar radiation, it was found that there was an increasing trend for the PMV values-directly 

influenced by the outdoor conditions with time from morning (+0.82-+1.08) to afternoon (1.25-2.39). This 

showed that outdoor conditions play a role in influencing indoor thermal environment (i.e. PMV values). While 

the main climatic elements affecting building thermal comfort level (PMV) are solar radiation, air temperature, 

humidity, wind and rainfall [Mohazabieh et al., 2010; Markus and Morris], solar radiation is the most important 

element among all, as it influenced the amount of heat transfer to buildings and residents. Besides, the thermo-

physical properties, structure, size and orientation are of significant effects on the indoor thermal environment. 

It is essential for designers to pay more attention to these factors in the early stage of hostel building design. 

 

(a)  
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(b) 

 
 

 

 

(c) 

 

 
 

(d) 

 
 

Fig. 4: Time series of PMV values versus time (a) monthly distribution (b) distribution by floor in January (c) 

distribution by floor in February (d) distribution by floor in March 

 

  Fig. 5 illustrated the profile of PPD values plotted against local time for the typical hottest days for the 

monitoring months. For the three months PPD values approximately fluctuated from 21.09% to 86.21% and 

great majority of them were between 50% and 70%. From Fig.56, one could observed that there was an 

increasing trend with time in the PPD values from morning to afternoon directly influenced by the outdoor 

conditions. 
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(a) 

 
 

(b) 

 
 
 

(c) 

 
(d) 

 
 

Fig. 5: Time series of PPD values versus time (a) monthly distribution (b) distribution by floor in January (c) 
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distribution by floor in February (d) distribution by floor in March 

 

The effects of different times of the day on thermal comfort (PMV index) were also analysed. The 

average indoor PMVs were calculated in three sections of the day and the results are depicted in Fig. 6. The 

PMV values were not within the acceptable range [-0.5, +0.5] and [-1, +1]. It was observed from this figure that 

the thermal conditions in the morning were better than those of the noon and the evening hours. The poorest 

thermal conditions occurred in noon hours between 12.00 and 16.00 pm. However, there was no significant 

difference between the values recorded. 

 

(a) 

 
 

(b) 

 
 

(c) 

 
 

(d) 

 
 

 

Fig. 6: PMV values by various times of the day (a) distribution by month (b) distribution by floor January (c) 
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distribution by floor February (d) distribution by floor March 

 

The Percentage Dissatisfied (PD) from the questionnaire survey is presented in Table 5. In all the 

sections of the buildings and across the different months, the PD values obtained from questionnaire survey 

were less than 20%. This indicated that the percentage of respondents who were dissatisfied from thermal 

conditions was less than 20%. Table 5 also compared between the calculated values of PPD index and the 

Percentage Dissatisfied (PD) obtained from the questionnaire survey. ASHRAE Standard 55 [2004] was 

designed to provide 80% acceptability of the environment based on 10% dissatisfaction for general (whole 

body) thermal comfort and an addition of 10% dissatisfaction resulting from local discomfort. By comparing the 

PPD index and actual dissatisfaction (PD), it was found that there were large differences between the actual 

dissatisfaction rates and the calculated PPD across the different months. While the calculated values from PPD 

index showed that as much as 58% of respondents in the hostel building were predicted to have stated a thermal 

dissatisfaction with their environment, on the other hand, in all the sections of the buildings and across the 

different months, the PD values obtained from questionnaire survey were less than 20%.  This showed that the 

values of PPD index were not within the acceptable range of 20% in all sections and across the different months 

as recommended by standard. On the contrary, the PD values were within the acceptable range of 20%. 

Generally, the value of PPD index based on Eqn. (2) was on the average 38% higher than that which was 

obtained from actual sensation vote of the respondents (Eqn. 10). Statistical Z-test showed again that there was 

significant difference between the respondents` opinions (questionnaire survey results) and the computed PPDs 

(p ˂ 0.005). This indicated that the standard PPD of the ISO 7730 and ASHRAE Standard 55 overestimated the 

level of dissatisfaction in the selected hostel during the hot season. This is a validation of the results of previous 

studies and also confirmed no agreement between the real sense of thermal comfort in people and the PPD 

index.  

 

TABLE 5 

Comparison of PD from questionnaire with Fanger`s PPD index 

 

Indices January February March All months 

Calculated PPD index  56.65 56.75 58.32 57.81 

PD (questionnaire survey) 9 14.1 18 13.9 

 

Thermal comfort on the questionnaire 

Respondent demographic characteristics 

 Subjects of this field research were young female students of same age group average 24 years. The 

sample size varied each month, however, a maximum of 96 subjects voluntarily participated in the short-term 

survey. They were Nigerian national from different ethnic group (Yoruba, Hausa, Igbo and Edos) living in the 

surveyed hostel building for at least six months. Table 8 depicted the demographic characteristics of the 

subjects. 

 

Table 6 

Demographic characteristics of the subjects 

 

N=96 Height (m) Weight (kg) Age (yrs) Body surface area Clothing insulation (clo) 

Mean 1.68 58 24 1.65 0.58 

Maximum 1.92 75 34 2.14 0.73 

Minimum 1.25 47 17 1.41 0.42 

STD 8.85 9.6 1.6 0.15 0.14 

 

Respondents‟ real vote  

 Thermal sensation is the most important human responses to thermal environments and their 

relationships to a large extent determine the definition of optimal conditions and acceptable ranges. The real 

vote was based on the respondents vote regarding the thermal comfort of the hostel building. Based on the 

questionnaire answers of respondents, the characteristics of respondents` real vote value are described in Table 

6. The ASHRAE standard 55 [2004] specified that the thermal acceptability should be defined as the condition 

where 80% of occupants vote for the central three categories (-1, 0, +1). The thermal sensation votes were not 

the same in all the months. However, there was minimum deviation of the thermal sensation votes across the 

different months. Comparison among the thermal sensation votes in these months showed that in January  91% 

of comfort votes recorded by respondents ranged from slightly cool (-1) to slightly warm (+1). The warm and 
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hot sides of the scale accounted for 9%. The mean thermal sensation vote (MTSV) was +0.45. In February, 

85.9% of votes also ranged from slightly cool (-1) to slightly warm cool (+1).  The cool side of the scale 

accounted for 2% and the warm side 12.1% of the votes. The MTSV was +0.56. In March, 82% of respondents 

perceived thermal sensation as comfortable, votes ranged from slightly cool (-1) to slightly warm (+1). The 

warm and hot sides of the scale accounted for 18% of the votes cast. The MTSV of respondents were around 

slightly warm (+0.73). It was observed that, in these three months, there was a biased towards the slightly warm 

category on the 7-point scale. This is to be expected since the survey was conducted in the hot season.  

 

Table 7 

Relative percentage frequency of ASHRAE thermal sensation votes 

 

Thermal perception vote January February March 

Cold (-3) 0 1 0 

Cool (-2) 0 1 0 

Slightly cool (-1) 13.6 10.5 8.7 

Neutral (0) 41 37 34.3 

Slightly warm (+1) 36.4 38.4 39 

Warm (+2) 4.5 8.6 11.3 

Hot (+3) 4.5 3.5 6.7 

Mean vote +0.45 +0.56 +0.73 

 

IV. SUITABILITY OF PMV-PPD MODEL FOR PREDICTING QUALITY OF INDOOR 

CLIMATE IN NV HOSTEL 
Comparison of PMV-PPD model and standard   

The PMV-PPD model employed in ISO 7730 Standard is the most accepted and widely applied thermal 

comfort model. However, its applicability in NV buildings has been doubted for its basis in climate chamber 

experiments and ignorance of thermal adaptation that usually occurred in real buildings [Zhang et al., 2010]. To 

ascertaining its applicability in predicting the quality of indoor climate in the present building, a comparative 

analysis was carried out between the calculated values of PMV index and the recommendations of the standard. 

According to ISO 7730 [2005] an indoor environment is considered very comfortable when the values of PMV 

index varied between [-0.5, +0.5] and it is comfortable between [-1, +1]. These values lead to a PPD of 20% and 

10% respectively. In order words, the values of PMV index between the limits of [-1, +1] and [-0.5, +0.5] 

correspond to the point where 80% and 90% of the respondents feel satisfied. When PMV is zero that is to say 

for the perfect case, the PMV is 5%. The comparison of the PMV values across the different months showed 

that PMV values deviated more from the acceptable range [-0.5, +0.5] and [-1, +1]. It was also observed that all 

sections did not have suitable thermal comfort in these months as majority of the values of PMV index were not 

placed within the range [-0.5, +0.5] and [-1, +1]. The comparison of the values of PMV index across the 

different sections of the day showed that the hostel building experienced poor thermal conditions in this season 

as their PMV values also deviated more further from the acceptable range [-0.5, +0.5] and [-1, +1]. The thermal 

conditions fell below 80% and 90% acceptability ranges. More than 80% of PMV results were mainly located in 

the warmer region (+1, +2) than recommended by the standard. This indicated that the microclimatic conditions 

observed in the hostel were typical of non-thermal neutrality PMV ˃ 0. Using statistic Z-test, it was found that 

there was a significant difference between calculated values of indoor PMV index and the ISO 7730 

recommended values (p ˂ 0.05). Similarly, the obtained values of PPD index showed similar distribution with a 

much overestimation of the percentage dissatisfied under neutrality conditions. The calculated values of 

dissatisfaction (PPD) index were found to be higher (21-86%) than what the standard required. This difference 

in calculated values of indoor PMV and PPD indices and the ISO 7730 recommended values has also been 

mentioned by some researchers [d`Ambrosio Alfano et al., 2013; Azizpour et al., 2013; Giuli et al., 2013; Zhong 

et al., 2012].  

 

Relationship between PMV and TSV 

To further ascertaining the applicability of PMV index in the selected hostel and for the purpose of 

discovering whether PMV and TSV were compatible, the statistical distributions of the percentage of 

acceptability by employing the PMV index and TSV were also verified (Table 7). The results showed no 

correspondence between the two different approaches. The PMV was found to be always more than the actual 

thermal sensation measured. The calculation of PMV using Fanger`s equation showed that the values of PMV 

index predicted on the average between slightly warm and warm sensation category (+1.60, +1.63, +1.65) as 

regards different months and (+1.37, +1.57, +1.65) in relation to floor levels, which were much higher than the 
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direct comfort votes (MTSV = +0.45, +0.56, +0.73). Based on the above analysis, the Fanger`s PMV equation 

predicted warmer than what respondent actually felt. This showed that the values of PMV index significantly 

overestimated the actual mean sensation votes of the respondents. The results in terms of voting patterns showed 

also that the PMV scale of thermal comfort and the thermal sensation of the hostel residents did not have enough 

compatibility. The values of PMV index showed that less than 80% of respondents were comfortable according 

to 80% acceptability of ISO 7730, 2005). On the other hand, more 80% of respondents voted for comfortable 

and satisfaction in their thermal environment. From the above discussion it can be inferred that the PMV vote 

distributions in this study have reflected that PMV predicted more pessimistically towards uncomfortable 

warmer prediction. Similarly, the Standard PPD model greatly overestimated the percentages of dissatisfied 

respondents.  

 

It was apparent from this study that the standard model which addressed only the physical factors in the 

evaluation of PMV, overestimated the actual thermal sensation, which is probably affected by additional factors 

such as the actual or perceived level of available control over the environmental conditions, the actual ambient 

climate outdoor and culturally conditioned expectations. The lack of correspondence between PMV and TSV on 

the one hand, the disagreement between the actual levels of dissatisfaction and the Standard PPD line on the 

other hand, and the observed discrepancies compared with standard raised serious doubts as to the applicability, 

under local conditions, of the standard model in its current formulation. There were many reasons for this 

thermal comfort behaviour. The PMV model being a heat balance model, did not take all the adaptation of 

occupants into consideration although it account for clothing, metabolic rate and air velocity modification to a 

limited extent. Another reason was that the base temperature and clothing insulation ranges of PMV model 

differed from what we had come across during our survey. The PMV model considered clothing as a passive 

insulation around the body, but as evidenced in the present study clothing was used in more dynamic ways to 

alter the micro-climate around the skin. The clothing ensembles encountered in the hostel have tremendous 

potential for thermal adaptation and the respondents fully exploited this opportunity. This was not included in 

the PMV model. As Nicol and Humphreys [2004] noted PMV is a model that represents thermal equilibrium as 

a heat balance `at a point in time` that cannot fully explained the temporal conditions that occupants experience 

in reality. In nutshell, PMV completely ignored many behavioural changes of people in Nigerian hostel 

building. The cumulative effect of these minor sources of error led to the gross deviation of the PMV from the 

actual sensation. Thus, PMV being a static heat balance model could not explicate this. Humphreys and Nicol 

[2002] demonstrated with convincing evidence that the errors in PMV are not just confined to NV buildings 

alone, but are masked by the narrow range of temperatures experienced in AC buildings as well. Our present 

data adds to this evidence. 

 

Table 8 

Comparison of PMV and MTSV 
 

Index January February March 

PMV +1.60 +1.61 +1.65 

MTSV +0.45 +0.56 +0.73 

 

V. CONCLUSION AND RECOMMENDATION 
The applicability of PMV-PPD model in predicting the quality of indoor climate in a NV hostel 

building in warm-humid area of Ile-Ife was investigated in the present study. In addition, the study examined the 

existing indoor thermal environmental conditions as well as occupant perception.  The key findings from this 

study were as follows: 

 Empirical measurements showed that the physical condition of air temperature, RH and velocity in the 

hostel were not within the limits set out by the ASHRAE Standard 55 and ISO 7730 Standard. However, 

occupants found their thermal environment comfortable, satisfying and acceptable. 

 The measured indoor air temperature in the hostel ranged between 28.1-34
o
C. Relative humidity ranged 

from 30.8% and 75.5%. 

 The thermal environment in the hostel was unacceptable to the occupants judging by the values of PMV 

and PPD indices 

 There was no correspondence between PMV model and MTSV. While the calculated PMV index predicted 

the hostel indoor climate to be between slight warm and warm the MTSV showed it to be between neutral 

and slightly warm.  

 The subjective assessments showed that the occupants were comfortable while the PPD index predicted that 

58% of the occupants were not comfortable.  

In conclusion, the results of this study confirmed the suggestion by previous researchers about the limitation 
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of the PMV-PPD model for predicting thermal comfort in NV buildings.  
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 ABSTRACT : Formation evaluation is a very important stage in prospecting for reservoir characterization and 

hydrocarbon bearing zone identification. The study has been carried out by qualitative and quantitative 

analysis. The logging data studied comprises of gamma ray, dual induction micro spherical focused log, 

borehole compensated sonic log, spectral density dual spaced neutron log. The gamma ray log is used to 

determine lithology, reservoir and non reservoir rocks, facies and depositional environment.  Dual induction 

micro spherical focused log calculates the resistivity of the flushed zone as well as medium and deep resistivity 

of the invaded and uninvaded zone. Borehole compensated sonic log measures travel time through the formation 

and thus porosity. It analyzes fluid rock type such as hydrocarbon or formation water. Porosity is calculated by 

both density and neutron log. Neutron log is used to identify hydrocarbon bearing zone as well as fluid type. 

In well#10, Habiganj Gas Field, the hydrocarbon bearing zone is found between the depth ranging1311m 

to1505m and gross thickness is 194m.In well#11, two gas zones upper gas sand(UGS) & lower gas sand (LGS), 

have been detected and they are prevailed in the depth ranging from 1373m to 1485m and 3076 m to 3081m . 

KEYWORDS:  Formation Evaluation, porosity, resistivity, fluid type, gross thickness.  

 

I. INTRODUCTION 
 Formation evaluation, a sub discipline of petroleum engineering, specializes in the gathering of data 

and the quantification of parameters needed for the practice of the other three major sub disciplines: drilling, 

production and reservoir engineering. Formation evaluation methods include rock-and fluid-sample analysis, 

well logging, and pressure and production testing. A combination of these methods usually is required for a 

complete and thorough evaluation. [1] 

Well-logging technology embraces three distinct areas. The first area consists of the definition of mathematical 

and empirical models that relate a formation property of interest to the property measured with the logging tool. 

The second area consists of the log measurement itself and encompasses tool design and calibration. The third 

area is analysis and interpretation. [2] 

Different types of methods were applied to acquire data to evaluate the hydrocarbon bearing zone of Habiganj 

Gas Field. The data that were obtained from the well no. 10 & 11 of Habiganj Gas Field were provided by 

Bangladesh Gas Field Company Limited (BGFCL). Resistivity log, Neutron log, Density log and sonic log were 

used to detect hydrocarbon zone.[3] 
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Porosity logs (density, neutron, and sonic) have relatively shallow radii of investigation. Gas saturation near the 

wellbore in all types of formations causes an increase in density log porosity and a decrease in neutron log 

porosity. The presence of gas results in an appreciable increase in sonic log porosity only in poorly compacted 

sands, which is the case of most shallow sands and some abnormally pressured formations. Using density or sonic 

log porosity values uncorrected for gas effect usually results in a low apparent value of the formation factor, F. 

This, in turn, results in a low apparent R0 value. Consequently, clean gas formations will be identified easily as 

hydrocarbon zones by use of an interpretation technique, such as the apparent water resistivity, Rwa, and porosity 

resistivity cross plots. The hydrocarbon saturation estimated under these conditions usually will be exaggerated. 

Use of uncorrected neutron log porosity produces the opposite effect. A low apparent porosity results in a high F, 

which, in turn, results in a high estimated R0 value. Subsequently, a gas zone can pass undetected. [4,5] 

 

Several interpretation techniques have been used to detect hydrocarbon-bearing zones and to estimate their 

porosities and fluid saturations. The optimum interpretation technique for analyzing a formation of interest 

depends on the quantity and the quality of the data available to the log analyst. 

Log analysts are faced with four main questions. 

Figure 1: Location map of the study area (Surma Basin, Sylhet, Bangladesh). (After alam MK et al. 

1990)[7] 
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 Does a specific formation or zone contain hydrocarbons? 

 Which hydrocarbon is present, oil, gas or both? 

 Is the hydrocarbon saturation high enough to indicate sufficient effective permeability to hydrocarbons? 

 Is the hydrocarbon accumulation large enough to warrant the completion of the well? 

If the log analyst can answer all four questions conclusively and positively, the well is completed in the zone of 

interest. If the answers are conclusively negative, the formation is abandoned. More frequently, especially in 

exploration, the role of well log is limited by the complexity of the problem to identify the relatively high 

potential zones. These zones will undergo additional testing, before the final decision to complete or abandon 

the well is made. Under certain circumstances, however, the additional tests cannot be performed or are 

inconclusive. In such cases, the decision is based on well-log interpretation. [2, 6] 

 

II. METHODS AND MATERIALS 

Determination of Rw: 

Water Resistivity (Rw) can be obtained from water bearing formation. [12, 13] 

 

 

Where, 

Rw  = water Resistivity in uninvaded zone  

Rmf = Resistivity of mud filtrate (1.5 ohm-m @ 124F BHT) 

Rt    = True Resistivity (Deep Induction) 

Rxo = water Resistivity in flushed zone (MSFL) 

Using the above equation, Rw is calculated and all the findings are tabulated in Appendix. 

Bulk Porosity (By Neutron Log & Density Log) 

Bulk porosity includes both primary porosity (intergranular void space) and secondary porosity (vugs and 

fractures). It can be measured by both Neutron log and Density log. [14-17]   

Neutron log shows comparatively higher porosity in the formation. But in the gas zone Density log reads greater 

value than Neutron log. Finally the bulk porosity is calculated as root-mean-square (rms) porosity and given by 

Ф = √[{(Neutron Ф)
2
 + (Density Ф)

2
}/2] ……………………………. (2) 

Using Eq
n
 (2) the bulk porosity is calculated for every 5 meter interval ranging 1180m to 1540m 

depth.(Appendix)    

Calculating Porosity Using Litho density 

Bulk density is a function of the amount of matrix and the amount of fluid in the formation, as well as their 

respective densities. [18-20] 

 

       

The density log reads the bulk density fairly well. Errors in calculated porosity appear, however, because the 

grain density and fluid density are often not measured and erroneous values of their magnitude are assumed. 

Using the equation stated above, the bulk porosity of well #11 is calculated for every 5 meter interval ranging 

1200m to 1900m dept and 1920m to 3190m. Matrix porosity and fluid porosity are assumed to be 2.65 

g/cc(sandstone) and .2g/cc(gas).( Appendix) 

 

 

Analysis Based on Resistivity Log 
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There are two general types of resistivity tools. Electrode forces a current through the rock and measures 

resistivity. Electrode logs need a conductor in the well bore so they don’t work with fresh water and oil based 

mud, or air. Electrode tools over the past 40 years are able to focus the current to control the depth of 

measurement in the borehole environment. The flushed zone resistivity is normally measured with an electrode 

log (MSFL). Induction uses a fluctuating electro-magnetic field to induce electrical currents in the rock; it 

measures conductivity which is converted to resistivity. Induction tools do not need a conductor in the bore hole 

and can be used with fresh water and oil based mud and air. They are designed to read intermediate and deep 

resistivities and are labeled ILm and ILd respectively. 

 

 

Figure 2: Depth Vs Deep Resistivity Medium Resistivity & Rw of Well#10(Step 1)  

 

Figure 3: Depth Vs Deep Resistivity Medium Resistivity & Rw of Well# 10(Step 2)  
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Figure 4: Depth VS Deep Resistivity Medium Resistivity & DFL of well#11( UGS) 

 

Figure 5: Depth VS Deep Resistivity Medium Resistivity & DFL of well# 11( LGS) 
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Induction tools do not work well in formations with low conductivity (high resistivity) because only weak 

currents will be induced in the rock and are hard to measure. High resistivity indicates the potentiality of 

hydrocarbons (absence of free electron) that is the true resistivity (Rt) of the formation is greater than that of the 

resistivity (Rw) of the formation water. Such occurrence is prevailed in the figure 2, 3 & 4 except figure 5. The 

results are tabulated bellow.  

Table 1:  resistivity log result 

 

Well No. Year 

 
TD 

(mSS) 

 

Type 

 
UGS 

(mSS) 

 

UGS 

GWC 
(mSS) 

LGS 

(mSS) 

LGS 

GWC 
(mSS) 

well#10 1999 1531 Vertical 1345-1495 1500   

well#11 2008 3200 Vertical 1370-1480 1490   

 

Sonic Log Analysis 

 

  Figure 6: Depth VS Δt (µs/ft) & Porosity % well#10 

In figure 6, due to dampening of first arrival at far receiver of the sonic log sonic curve shows spiking or abrupt 

changes towards a higher travel time. Greater travel time in porous media filled with gas( as acoustic wave takes 

less time in solid medium than that of lighter zone). There are unconsolidated formations (particularly gas 

bearing) or fractured formations.  

Table 2: result from sonic log 

Well No. Year 
TD 

(mSS) 
Type 

UGS 

(mSS) 

 

LGS 

(mSS) 

well# 10 1999 1531 Vertical 1255-1520  
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Neutron Log Analysis 

 

 
   

Figure 7: Depth VS Neutron, Density & Bulk Porosity % of well#10(step1) 

 

The Neutron Log is primarily used to evaluate formation porosity, but the fact that it is really just a hydrogen 

detector should always be kept in mind. Most oils have a hydrogen index close to one, except light oils and gas; 

they have lower values due to lower hydrogen content. Consequently, the log estimates too low of porosity in 

zones containing gas or light oil .Gas zones are more easily picked when the neutron and density porosities are 

plotted on the same scale 

 

 
     

Figure 8: Depth VS Neutron, Density & Bulk Porosity % of well#10(step2) 
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Figure 9: Depth VS Neutron, Density Porosity % of well#11(UGS)(step1) 

 

 

 
 

Figure 10: Depth VS Neutron, Density Porosity % of well#11(UGS)(step2) 
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Figure 11: Depth VS Neutron, Density Porosity % of well#11(LGS) (Step1) 

 

 
        

Figure 12: Depth VS Neutron, Density Porosity % of well#11(LGS)(Step2) 
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The computed density porosity will read high in gas zones (a fluid density assumption that is too high would be 

used) and the neutron log will read low, therefore, a cross-over will occur. The density porosity will track to the 

left and the neutron porosity will shift to the right. Based on the principal stated above, we have concluded the 

result tabulated below. 

Table 3: result from neutron log 

 

Well No. Year 

 

TD 

(mSS) 
 

Type 

 

UGS 

(mSS) 
 

UGS 
GWC 

(mSS) 

LGS 

(mSS) 

LGS 
GWC 

(mSS) 

well#10 1999 1531 Vertical 1335-1500 1515   

well#11 2008 3200 Vertical 1375-1490 1500 3076-3081  

 

III. RESULT AND DISCUSSION 
 In this study, I have strived to find out hydrocarbon bearing zone, the gross thickness of the pay zone 

and the fluid type of well#10 and well#11. Finally I have come out with the results varying for different logging 

tools. Actually the geological structure is the great factor to trap hydrocarbon in the underground. On the other 

hand, the results are not measured rather than estimated. So in well#10, Habiganj Gas Field, the hydrocarbon 

bearing zone is found between the depth ranging1311m to1505m and gross thickness is 194m.In well#11, two 

gas zones UGS &LGS, have been detected and they are prevailed in the depth ranging from 1373m to 1485m 

and 3076 m to 3081m .From the previous study it has been found that the hydrocarbon zone of well#10 is exists 

in the depth between 1297m-1464m using all Log data and all stratigraphic data. The total thickness of the gas 

zone is 167m. In well#11, the upper gas zone prevails in the depth between 1357m – 1474m and the lower gas 

zone is in the range of 3084m-3087m and 3144m-3147m. For detecting hydrocarbon zone, the accuracy of log 

data is too much important. If the collected log data is authentic, the result also is reliable. For collecting 

authentic data, we must use the sophisticated method and tools. There are a lot of methods for well logging but 

we used some selective method. So the result is not completely right. Even there is a continuous debate about 

the reserve of the gas field of Bangladesh due to method selection for reserve estimation. So I think, there are a 

lot of drawbacks in my method selection. If I used all of the logging data, then my result would be more reliable. 

But logging is very expensive. Sometimes it requires millions of money for one type of logging. For a good 

result of a study, tools and instruments used in the field should be well designed and sophisticated. Since the 

logging tools are also very expensive, may be the tools used in the logging was obsolete. The result can also 

vary due to the obsolescence of the tools and instruments. 

 

IV. CONCLUSION 
 Determination of clay or shale volume, porosity, resistivity and water saturation is very important in 

the formation evaluation. Sonic curve shows spiking or an abrupt change towards a higher porosity. The 

porosity values are strongly affected by clay volume but less influenced by hydrocarbon fluids content. The 

increasing of clay volume will result in decreasing porosity. The resistivity log is strongly affected by the water 

saturation. Increasing of resistivity will result in decreasing water saturation. The result of this study and the 

actual result have not matched. That is, there are some limitations in this study. I have come across the study 

that the accuracy of log data is too much important. If the collected log data is authentic, the result is reliable. 

For collecting authentic data, we must use the sophisticated method and tools. There are a lot of methods for 

well logging but we have used some selective method. Besides, sufficient data were not available. Lab facilities 

were not worth mentioning. Some values for several parameters have been assumed. On the other hand, the 

result from log interpretation is estimated rather than measured. That is why, drawbacks may have occurred.  

From the study it is clear that, the Habiganj gas field is very prospective area in Bangladesh. It is especially 

clear from the result of well # 11. Total two hydrocarbon bearing zones were found though the thicknesses of 

lower gas zone were small. But this zone is the indicator of the presence of huge amount of gas in Surma Basin.  
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ABSTRACT: Most water supply programmes in Nigeria have focused on providing access to quantitative 

drinking water to the populace, an approach, which has led to an increasing reliance on ground water supply 

through sinking of boreholes and wells. However, there has been very few data collected on the quality of the 

underground source for drinking water purpose in the area. Quality assessment of ground water supply in Ile-
Ife and its environs was carried out because much of the population in the area relies on groundwater supplies 

as a sustainable drinking water source. Laboratory analysis was conducted on water samples collected from 14 

public boreholes and wells located at various sections of the study area. Sampling occurred for 12 months from 

January-December, 2013. The samples were analyzed for bacteriological, physical and chemical qualities. The 

results show that total coliform and heterotrophic bacteria were present in 50% and 20% of samples analyzed. 

Heterotrophic bacteria of concern include Trichodema sp, Cladosporium herbarium, microsporium andouini; 

Rhizopus stolonifer and pulluria pullularis. The physical and chemical properties of the various sources of 

water compared favourably with the World Health Organisation Standards (WHO). The study showed that there 

are several parameters of health concern as biological analysis exceeded the minimum standards set by WHO. 
 

KEY WORDS: drinking water, assessment, health, water quality, Ile-Ife. 

 

I. INTRODUCTION 
 Water is essential to life. The provision of water of adequate quantity for human use and consumption 

is not only a pre-requisite for development but also a major contribution towards the improvement of health, 

hygiene and welfare of people [Howard and Bartram, 2003]. They added that access to safe water reduces 

water-borne and water-washed diseases. More importantly the provision of regulated in-house piped water 

would lead to massive overall health gains [Hutton and Haller, 2004]. A review of the existing literature 

revealed that the supply of portable piped-borne water helps to decrease the mortality and morbidity rate 

particularly among infants and children as well as making life easier for women. Significant health gains accrue 
by ensuring access to an improved water source within 1 kilometer of the user`s house [Esrey et al., 1985; 

Howard and Bartram, 2003]. Beyond reducing water-borne and water-related diseases, providing better access 

to improved water and sanitation confers many other diverse benefits ranging from cost offsets, timed saved to 

convenience and well-being. Cost offsets are costs avoided due to less illness, costs savings to health sector 

mainly due to the reduced number of treatments of diarrhea and patients avoided costs incurred in seeking 

treatment (expenditures on care, drugs and transport as well as the opportunity costs of time spent on seeking 

care). Another sets of benefits related to less illness are the avoided days lost with respect to formal or informal 

employment, other productive activities in the household, or school attendance, gained related to lower 

morbidity and less death. Time savings occur due to the relocation of a well or boreholes to a site closer to use 

communities and the installation of piped water supply in house. In contrast, poor access to safe and adequate 

sanitation continues to be a threat to human health. Where the basic access level has not been achieved, hygiene 
cannot be assured and consumption requirements may be at risk. The adverse impacts on public health from 

poor water supply take the form of outbreaks and contribution to background rates of disease [Esrey et al., 1991; 

Ford, 1999; Payment and Hunter, 2001]. Water-borne and water related diseases like cholera, typhoid fever, 

hepatitis A, schistosomiasis and dysentery can break out in any community that does not have access to safe 

water supply of adequate quantity.  
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 The most important and immediate risks to human health from using contaminated water drinking 

water is diarrhea disease especially among children in poor countries [World Health Organisation, 2007]. Data 

from epidemiological and zero prevalence studies indicate that endemic transmission of disease associated with 

diarrhea and other gastro intestinal disease estimated at 2.2 million deaths and over 72 millions disability 

adjusted life years were attributable to unsafe water and sanitation, including lack of hygiene, [Pruss et al., 2002; 
WHO, 2002; Priss-Uston et al., 2004; Hutton and Haller, 2004; Howard and Bartram, 2005; Bartram, 2007]. 

The available evidence suggests that, improving access to safe water supply and sanitation services is a 

preventive intervention and proven contributors to controlling this disease burden, whose main outcome is a 

reduction in the number of episodes of diarrhea and accordingly a proportionate reduction in the number of 

death [WHO 2002; Hutton and Haller, 2004; Bartram, 2007]. Given the link between vulnerability to disease 

and poverty [Payment and Hunter, 2002] the assessment of adequacy and quality of water supplies for human 

consumption is imperative. For informed rational decision- making it is crucial to carry out a sound quality 

evaluation of the sources of water supply in different settings. Such information can be acquired through water 

monitoring and examination, which is the continuous and vigilant public health assessment and oversight of the 

safety and acceptability of water supplies [WHO, 1976, 1993, 2004]. The regular examination of drinking water 

samples requires by law in most countries is for the sole purpose of ensuring the supply is safe for consumption. 
The practice will help to curb the spread of waterborne diseases which can lead to epidemics as well. The 

examination of water samples will provide information on water quality level. It will also show whether the 

water is in physically, chemically and bacteriologically accepted conditions, and if it is not, it may indicate why 

and where the deterioration of quality has occurred and how the quality may be restored. 
 

II. WATER SUPPLY ARRANGEMENT IN NIGERIA 
 Water supply access in Nigeria is complex. In the pre-colonial Nigeria, the sources of water supply to a 

community for drinking and households purposes were mainly from rain, dug wells, flowing streams and rivers. 
Due to urbanization and industrialization, there were organised public water supply systems, where treated and 

quality water was transmitted from water works, distributed and supplied to households via pipeline networks. 

Almost all sections of the society especially in urban centres and growing towns have access to safe water piped 

to their homes. In the last two decades, due to the collapse of public water supply system many of the 

inhabitants in the study area use unreliable water supplies of poor quality, which are costly and are distant from 

their home. Poor access to safe water and adequate sanitation continues to be a threat to human health. Factors 

such as poor reliability (continuity of supply), costs (affordability) and distance between a water source and the 

home leads the inhabitant to depend on less safe sources, to reduce the volume of water used for hygiene 

purposes. 

The Millennium Declaration Goal (MDG 7) launched in 2000 brought about huge interventions of 

home governments of most developing countries in the provision of portable water to growing cities rural 

communities. In Nigeria, the provision of basic amenities to the urban centres and developing cities has been a 

priority of the Federal, States and Local Governments.  Huge sum of money have therefore gone and are still 

going into mini-water scheme projects such as sinking of boreholes and wells around the vicinity of the 

neighbourhood as means of sustainable water supply (the study area inclusive). Esrey et al. [1985], Howard and 

Bartram [2003] and Howard and Bartram [ 2005] noted that significant health gains accrue by securing access to 

an improved water source within 1 kilometer of the user`s house. Further significant health gains are accrued 

once water supply is delivered `on-plot` through at least one tap [Howard and Bartram, 2003]. However, the 

water needs to be of good quality that represents a tolerable level of risk [Howard and Bartram, 2003]. 
Information about the quality and health risks faced by the inhabitants in the study area through this intervention 

remains scarce. The providers hardly performed routine monitoring of water supplies to the growing population. 

Drinking water from groundwater supply is believed to be sufficiently safe, excellent quality, purer, attractive 

and palatable to be used without treatment since impurities would not be expected in it because of the filtering 

action of the aquifer [Throne et al., 2002].  A lot of reasons call for constant examination of quality of drinking 

water got from groundwater supply. Groundwater sources may be liable to be contaminated by sewage from 

septic tank and pit latrines if they are not properly constructed, protected and the mandatory minimum distance 

of 30 m from septic tanks/pit latrines recommended by World Health Organisation is not observed [Ayanlaja et 

al., 2005; Adejuwon, 2009].  A review of literature also showed that most important source of serious illness 

and death especially among young children, in both rural and poor urban settlements in developing countries are 

traceable to the use of untreated water from groundwater sources [Nasinyama et al., 2000; Pokhrel and 

Viaragham, 2004; World Health Oraganisation, WHO, 2007]. Furthermore, it may almost be impossible to find 
a source of natural water that will meet basic requirements for public water supply without requiring some forms 

of treatments. This is because water is a universal solvent; as such most natural as well as man-made substances 

are soluble in it.  
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Underground water supply sources may contain much matter dissolved from strata through which it 

passes. Groundwater absorbs gases of decomposition and degradable oxygen organic matter (such as H2S, 

methane) within the pores of soil mantle through which it percolates. In strata which are rich in organic matter, 

oxygen is removed from percolating water and CO2 is added. Groundwater has low Ph values. Consequently, 

water in nature contains dissolved substances and impurities. Therefore, it may be necessary to remove colour, 
odour and taste imparted to the stored water by the decomposition of organic matter or growth of algae. Infact 

monitoring of the quality of water got from these interventions become very important because preliminary site 

investigation showed that septic tank and pit latrines are often dug within few metres from these wells and 

boreholes. This according to Adejuwon [2009] and Ayanlaja et al. [2005] is dangerous because it may results 

into massive groundwater contamination. In the past, there have been many cases of recurring epidemic of 

enteric fevers traceable to drinking water from groundwater supplies.  Besides, previous studies [Akinbode, 

1986; Ako et al., 1990] in the area showed that a larger percentage of wells in Ile-Ife have high turbidity level 

and water from them was not fit for human consumption without treatment since the quality was below the 

appropriate standard recommended by the World Health Organisation.  The need was therefore identified for a 

systematic investigation into the quality of water supplies from this min-water scheme projects as an input to 

prevent health problems.  

The purpose of this study is to critically review the adequacy and quality of water supply through these 

interventions. The quality of the water supplies was pursued through the analysis of physical, chemical and 

bacteriological characteristics of water supplies. This information is relevant to public health professionals in 

helping to set priorities for water supply improvements.  

III. METHODOLOGY 
Field work: This involved collection of relevant data from local water corporation office, oral interview with 

residents in various section of the town and collection of water samples from identified sources of water supply. 

 

Zoning of the study area  

 

Fig.1: Map of Ile-Ife showing sources and location of sample collected. 

Fig.1 is the map of Ile-Ife showing sources and location of sample collected. Ile-Ife and its environs were 

divided into five zones using the major road network. This was done to enable a representative of the zone to be 

sampled and analyzed. Zone 1 consisted of Ajebamidele, Ibadan road, Ede road and Faola layout. Zone 2 made 

up of Fashina, Ife Central Local Government Secretariat area, Asherifa-Ola Estate, Moremi Estate, Omole 
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Estate and Oba layout. Zone 3 comprises Mayfair and Parakin Scheme. Zone 4 consists of Eleyele, Moore, 

Ojoyin, Enuwa, Otutu and Oni`s palace while zone 5 comprises Fajuyi, Igboya, Ikoyi quarters, Aladanla and 

General Hospital area. 

Interview and site observation assessment: The five zones into which the study area was divided into was 

visited for on-spot assessment of water supply technologies and oral interview was conducted with the 

inhabitants to ascertain the various sources of water supply available to them, frequency of supply, ease and 

access as well as the quality of water supply. The questions asked during the oral interviews were the same in all 

the five zones to enable uniformity in data collection.  

Sample collection: The water samples analysed for this study were collected from January-December 2013. A 

structured inspection and sampling programme was created to include a total of 14 samples. The samples were 

selected purposively based on relative occurrence and importance, ensuring that at least one from each zone was 

included. This method was employed because it is a difficult task identifying all the households in the study 

area. A sample was also taken for on-site determination of appearance. All the samples were collected in 

sterilized containers labeled as indicated in Table 1. The collection of water samples, the sampling equipment, 

procedures and technique were done according to standards procedures laid down. This was to ensure that 

changes in the constituents to be analysed did not occur between the time the samples were collected and the 

time they are analysed. The water samples and were taken to the laboratory for analyses. 

Table 1: Sources and location of the samples collected 

 

Source  
Sample 

code  
Location 

Coordinate 

Easting (m) Northing (m) 

Deep Well  A  Asherifa-Ola Estate  667824 828358 

Private Borehole  B  Women Hostel Ede Road  669058 828202 

Deep Well  C  Faola Layout Ibadan Road  665659 828934 

Private Borehole  D  Hilton Hotel Mayfair  669149 827886 

Timber Market Federal Government 

Borehole  
E  Eleyele  

670822 828751 

State Government Borehole  F  General Hospital  672789 830075 

State Government Borehole  G  Enuwa Otutu  672283 827649 

Deep Well  H  Fajuyi  672471 828751 

Deep Well  I  Omole Estate  668782 827933 

Federal Government Borehole  J  Oluorogbo Road 7  670672 829335 

Federal Government Borehole  K  Mbabimbayo  
670705 829525 

Public Pipe Borne Water  L  Ibadan Road  
665306 828615 

Public Pipe Borne Water  M  Ojoyin  
670781 827625 

Public Pipe Borne Water  N  Omole Estate  
669149 827806 

 

Laboratory analysis: In the laboratory, the samples were tested for physical characteristics (total solid, total 

dissolved solids, total suspended solids, apparent colour, turbidity and conductivity), chemical characteristics 

(pH, alkalinity and acidity) and bacteriological characteristics (total coliform). The following presumptive, 

confirmatory, completed, isolation and identification, morphological characteristics of the isolates by gram 

staining technique, triple sugar iron medium, sulphide-iodide-motility, catalase, citrate utilization, methyl red 

and Vorges-Proskaur, nitrate reduction, oxidation and sugar fermentation  tests were also carried out in order to 

isolate and narrow down E-Coli bacteria. For determination of dissolved gases field analysis was also carried 

out. All analyses were carried out according to the standard laboratory procedures. Special precaution was also 

observed during determination of bacteriological characteristics.  

IV. RESULTS AND DISCUSSION 
Sources and adequacy of water supply : The various sources of drinking supply water in Ile-Ife are presented 

in Table 2. Table 2 shows that out of five zones only zones 1 and 2 have access to public pipe borne water 
supply as their primary source of drinking water. The other three zones depend majorly on underground water 



American Journal of Engineering Research (AJER) 2014 
 

 
w w w . a j e r . o r g  

 
Page 94 

supply system for their source of drinking water. Even in zone 1 and 2, majority of the people still depend 

majorly on underground supply system. Further analysis shows that only 10% of the quantity of drinking water 

required by the inhabitants is met through public pipe borne water supply. Consequent, the inhabitants relies on 

alternative sources of supply such as individual small point water supplies (dug wells) (Appendix D). This 

means that the supply of pipe borne water to Ile-Ife and environ is highly inadequate. 
 

Table 2: Sources of Drinking Water 

. 

Zone Location Primary Source Secondary Source Remarks 

One 
 
 
 
 
 
 

 
 
 
Two 
 
 
 
 
 

 
 
 
 
 
 
Three 
 

 
 
 
 
 
Four 
 
 

 
 
 
 
 
 
 
 

 
 
 
Five 

Ajebamidele Public tap water Well Constant public water supply 

Faola Layout Well Borehole Intermittent public water supply 

Ede Road (from Ede) Public water Well Constant public water supply 

Ede Road (to Mayfair) Well and borehole Public tap water Intermittent public water supply 

Ibadan Road Public tap water Well Constant public water supply 

Asherifa-Ola estate Well 
 

Borehole Intermittent public water supply 

Oloke Public tap water Well Constant public water supply 

Alawode Estate Well Borehole Intermittent public water supply 

Moremi Estate Public tap water Well Constant public water supply 

Omole Estate Public tap water Well Intermittent public water supply 

Mayfair Well Borehole Constant public water supply 

Parakin Well Borehole Intermittent public water supply 

Road 7 Borehole Well Constant public water supply 

Sabo Borehole Well Intermittent public water supply 

Eleyele Borehole Well Constant public water supply 

Ilesa road Well  Intermittent public water supply 

Iremo road Well  Constant public water supply 

Koyiwo Layout Well Public tap water Intermittent public water supply 

Moore Well Borehole Constant public water supply 

Enuwa Borehole Well Intermittent public water supply 

Ojoyin Well Public tap water Constant public water supply 

Fajuyi Well  Intermittent public water supply 

General  Well Boreholes Constant public water supply 

Ikoyi Well  Intermittent public water supply 

Igboya Well  Constant public water supply 

 Aladanla Well  Intermittent public water supply 

Physical Analysis : Table 3 shows the results of total solid, (TS), total dissolved solid (TDS), total suspended 

solid (TSS), apparent colour, turbidity and conductivity tests carried out on the samples collected, The results 
indicated that the total solid (TS), total dissolved solid (TDS), total suspended solid (TSS), conductivity and 

turbidity contents of the water samples collected ranging from 200mg/1-900 mg/1, 120 mg/1-650 mg/1, 

20mg/1-380mg/1, 59us  l0l0us and 1.53 TNU-4.56 TNU respectively. Figures 2, 3, 4 and table 4 compared the 

total solid (TS), total dissolved solid (TDS) turbidity and conductivity results with the World Health 

Organization approved standards. The results also revealed that sample G (Enuwa Otutu Bore hole drinking 

water source) had a very high content of total solid. The quantity of total solid in the water supplied on Ibadan 
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road is less than the water supplied in Omole Estate and this in turn is less than water supplied in Ojoyin 

(samples, L, N and M). This means that as the distance along the pipeline increases so also the total solid 

increases.  

Table 3: Results of Physical Analysis 

 

Sample code  TS (mg/i)  TDS (mg/i)  TSS (mg/i)  
Turbidity  
(TNU)  

Conductivity  
(ii)  

Apparent colour  

A  400  120  280  1.53  87  Light brown  

B  200  180  20  1.53  298  Colourless  

C  200  150  50  4.56  59  Colourless  

D  200  150  250  4.56  162  Colourless  

E  500  260  240  4.56  160  Colourless  

F  300  200  100  4.56  281  Colourless  

G  900  650  250  4.56  1010  Colourless  

H  300  160  140  4.56  312  Colourless  

I  500  300  200  4.56  300  Colourless  

J  300  130  170  4.56  168  Colourless  

K  500  150  350  4.56  165  Colourless  

L  200  120  80  1.53  160  Colourless  

M  600  220  380  1.53  158  Colourless  

N  400  300  100  1.53  155  Colourless  
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Table 4: Result of Conductivity analysis compared with the W.H.O Standards 
 

Sample Code Conductivity WHO Approved Standards 

A  87.0  

B  298.0  

C  59.0  

D  162.0   

-E  160.0   

F  281.0   

G  101.0   

H  312.0   

I  300.0   

J  168.0   

K  165.0   

 L 160.0   

 M 158.0   

N 155.0   
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Chemical Analysis : Table 5 shows the results of PH, Acidity, Alkalinity, hardness and chloride contents of the 
drinking water sources, while Figures 5, 6, 7 and 8 compared the results of chemical analysis with the World 

Health Organization approved standards. The comparison demonstrated that the chemical contents of the water 

samples compared favourably with the World Health Organization approved standards. Furthermore, the 

alkalinity and acidity values of the water samples were found to be lesser than the hardness values revealing the 
presence of salts of calcium and magnesium which were more likely to be sulphates instead of carbonates. 

Table 5: Results of Chemical Analysis 

 

Sample code  PH  Acidity Mg/1 CaCO3  
Alkalinity Mg/I 

CaCO3  
Hardness (mg/L)  

Chloride    

( mg/L)  

A  6.50  56  28  270.2  20.0  

B  6.45  58  26  162.0  10.0  

C  6.25  54  24  252.0  10.0  

D  6.48  44  84  189.0  20.0  

E  6.8  40  110  135.0  10.0  

F  7.4  40  166  140.0  20.0  

G  7.0  48  188  248.0  10.0  

H  6.44  62  24  142.0  10.0  

I  6,40  58  24  135.0  20.0  

J  6.7  42  112  142.0  10.0  

K  6.8  43  110  162.0  10.0  

L  7.0  30  26  248.0  20.0  

M  7.0  30  26  270.0  10.0  

N  7.0  35  25  135.0  10.0  
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Bacteriological Analysis : Table 6 shows the results of the various microbiological tests carried out on the 
water samples. The results reveal the absence of coli form in the water samples collected from sample D (private 

borehole), sample E (Timber market Federal Government borehole), sample G (state borehole), sample J 

(Federal Government borehole), sample L (Public Taps), sample M (Pipe borne water) and sample N (Pipe 

borne water). The other water samples (A, B, C, F, H, I and K) have coli form, counts ranged between 200 and 
1100, the highest value however was recorded in the water samples collected from Deep well at Asherifa Estate, 

Deep well at Faola layout Ibadan Road and Deep well at Fajuyi. Figure 9 compared the bacteriological analysis 

results with the World Health Organization approved standards and it revealed that the coli form counts in 

Samples A, B, C, F, H, I and K were above the recommended standards. Further tests show the presence of 

Trichodema sp, Cladosporium herbarium, Microsporium audouinii in sample A, Rhizopus stolonifer, Absidia sp 

,Cladosporium herbarium in sample C, Mucor mucedo, Rhizopus orzae, pullularis pullularis, Rhizopus 

Japoricus, Cladosporium herbarium in sample H. However, no form of E. coli was detected in all the samples. 

 

Table 6: Result of Bacteriological Analysis 
 

Sample code  Coliform count/l00m1  E. coli  

A  1100  Negative  

B  240  Negative  
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V.   CONCLUSION 
This paper probed into the quantitative and qualitative assessment of drinking water supply in Ile-Ile 

Town. The following conclusions were drawn from the findings. The sources of drinking water supply are 

public pipe borne water and underground supply system through sinking of boreholes and dug wells. However, 

underground supply system (boreholes and wells) accounted for the highest source of drinking water supply. 

Only 10% of the population had access to constant supply of public pipe borne water. The bacteriological tests 
results of the various sources of drinking water supply exceeded the World Health Organisation approved 

standards. The total solid content of all the untreated water sources are high. As a temporary solution, the use of 

alum for coagulation, boiling and filtration of water for drinking purpose should be encouraged. Bacteriological 

examination and analysis of the various sources of drinking water supply especially the untreated sources should 

be undertaken at reasonable intervals. 
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Appendix A: Determination of adequacy of public pipe-borne water supply 

Step 1: calculation of population figure 

The population census conducted in 1991 put population of Ile-Ife to be 147, 938 people. Using annual 

growth rate of 3.2% as given by National Population Commission, the population for the year 2013 was 

calculated from 

P = X (1+r) n 

where, P = Population for 2013 

 X = Population for 1991 

 r = growth rate 

 n = number of year after the last population count 

  P = 147, 934 x (1 + 0.032) 22 

  P = 295, 815 people 
Step 2: determination of litres of water demanded by the populace 

The average daily water consumption per capital as prescribed by W.H.O. is 85 litres per day/person. 

The quantity of pipe borne water required based on the per capital per person and population figure of 2013 is 

now expressed mathematically as given below 

Total water required, TD = P x per capita 

     TD =295, 815 x 85 Litres/day 

     TD = 25, 144, 275 Litres/day 

However, the Local Water Corporation pumps 1, 250, 000; 00 litres of water per day. 

Step3: Percentage of water requirement met by pipe-borne water supply in the study area 

  =  

= 5% of total Required. 
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ABSTRACT: Security of data is crucial in present day telecommunication framework, AES algorithm is one of 

the prominent methods for information Encipherment. For secure image communication needed for unmanned 

robotics, Discrete Wavelet Transform (DWT) is embraced for image decomposition, quantization and 

determination of appropriate sub bands is needed to precede encryption and to decrease execution time. In this 

paper, a modified algorithm for secure image encoding is proposed, demonstrated and is examined for its 

execution. Different images are considered as experiments for encoding, with parallel operation of AES 

algorithm the aggregate time in encoding the image is decreased to 2 seconds (evaluated focused around 

programming reference model). PSNR for different images acquired exhibit the exhibitions of the proposed 

model for image encoding. Image size of 1024x1024 is considered for encryption and unscrambling. The results 

got exhibit the exhibitions of AES algorithm. 
 

KEY WORDS : DWT, AES cryptography, software model of AES, image encryption  

 

I. INTRODUCTION 
 One among the most mainstream momentum research territory in civil and defense is unmanned 

robotics. Adjustments of self-sufficient vehicles are developing particularly in provisions, for example, 

producing, perilous materials taking care of, observation, remote sensing, and protection part and country 

security. The fundamental errand in any such requisition is the view of the surroundings through one or more 

sensors overwhelmingly by utilizing image sensors. Unmanned robotics is eagerly being produced for both non 

military person and military utilization to perform dull, grimy, and unsafe exercises. These unmanned vehicles 

(UVs) are remote-worked and the vehicles are controlled by a human administrator through a communications 

join. Control movements are dictated by the administrator based upon either coordinate visual perception or 

remote review through a Polaroid. Since computerized feature or images taken from UVs transmission 

framework generally incorporates a packing module that intends to decrease the transmitted bit rate. Throughout 

transmission over an open communication join encryption of compacted information is extremely critical and 

consequently the cryptography strategies must be precisely outlined. In this work, encryption of the image is 

completed utilizing specific key while getting the first image the same key is utilized. Information exchange 

through open system is constantly unsecured, in this way security is one of the significant difficulties that need 

to be tended to guarantee the dependable information exchange. The security issue in this manner turns into an 

imperative issue in today's wired or remote Internet provisions. A standout amongst the most helpful systems to 

secure information is utilizing a cryptographic framework, as the outline of figure algorithms is focused around 

a propelled numerical hypothesis. It generally blends distinctive sorts of cryptosystems in a safe convention to 

give a safe channel to information transmission. As a rule, asymmetric-key crypto frameworks, and RSA  stands 

for Rivest, Shamir and Adleman who first freely depicted it in 1978. Symmetric-key crypto frameworks, for 

example, Data Encryption Standard (DES) or Advanced Encryption Standard (AES), are utilized to encrypt 

mass data in the transmission stage. Because of restricted figuring assets in compact requisitions, the framework 

normally off-burdens the security methodology to devoted unique hardware. As of late, there have been 

numerous chips away at outlining savvy encryption hardware utilized as a part of versatile provisions [1]–[10]. 
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A few works [1]–[5] concentrate on territory diminishment of AES, while others [6]–[10] propose to lessen 

hardware cost for both ECC and RSA crypto frameworks. Image processing is discovering essentialness in 

different provisions as after most recent 10 years. Interactive media requisitions are ruled by image processing. 

It is obligatory to secure or ensure sight and sound substance from unapproved access. Securing the image or 

video content in a sight and sound data is of essential imperativeness as image passes on more data than 

whatever available wellspring of data. Images are huge in size and oblige expansive capacity unit, consequently 

encryption of image substance is additionally drawn out [14]. Conventional encryption algorithm set aside a few 

minutes expending for huge size of image data, henceforth encryption algorithms ought to be altered for bigger 

image sizes and need to be quicker. [13,14,15] reports that symmetric key algorithm have computational time 

short of what asymmetric key algorithms. Symmetric key algorithms, for example, AES, DES have been 

effectively utilized for encryption of data, hardware algorithms for AES have made them quick and 

consequently expend less time, however for images with extensive data size AES is still prolonged. Image 

processing is discovering vitality in different provisions as following the time when most recent 10 years. 

Multimedia requisitions are commanded by image processing. It is required to secure or ensure multimedia 

content from unapproved access. Ensuring the image or video content in a multimedia data is of essential 

significance as image passes on more data than any viable wellspring of data. Images are expansive in size and 

oblige huge storage unit, consequently encryption of image substance is likewise time intensive [12]. 

Conventional encryption algorithm set aside a few minutes devouring for extensive size of image data, 

consequently encryption algorithms ought to be modified for bigger image sizes and need to be speedier. [11, 

12, 13] reports that symmetric key algorithm have computational time short of what asymmetric key algorithms. 

Symmetric key algorithms, for example, AES, DES have been effectively utilized for encryption of data, 

hardware algorithms for AES have made them quick and consequently spend extremely less time, however for 

images with huge data size AES is still lengthy. In [14, 15, 16] fast symmetric architectures for hardware 

execution of AES algorithm is accounted for. These algorithms have not been approved for image encoding. A 

focal attention for any cryptographic framework is its vulnerability to conceivable strike against the encryption 

algorithm, for example, measurable ambush, differential assault, and different animal assaults. Lapses in 

channel likewise degenerate the encrypted data and thus there is a requirement for suitable strategy that could be 

utilized to distinguish and right the mistakes. In this paper, we investigate the exhibitions of AES algorithm for 

different inputs, keys and commotion in channel. Execution investigation completed aides in distinguishing a 

suitable mistake redressing algorithm for AES. 
 

II.  RELATED WORK 
 Secured image encoding is one of the novel methodologies that have been embraced in UVs for data 

transmission to the base station. The input image caught by the UVs is transformed utilizing Discrete Wavelet 

Transform (DWT) to get different sub bands, the sub bands are quantized and the quantized sub bands are 

encrypted. The encoding strategy, for example, Huffman encodes the encrypted data and compresses the data 

caught, and is transmitted to the base station. Figure 1 shows the block diagram of secured image coding [17]. 

DWT has been generally utilized as a part of numerous diverse fields of audio and video signal processing. 

DWT is constantly progressively utilized as compelling answers for the issue of image compression. Quantizer 

is the procedure of approximating the continuous set of values in the image data with a finite set of values. The 

outline of the quantizer has a critical effect on the measure of compression got and loss caused in a compression 

plan. AES is a block cipher with variable key length (128-bit, 192-bit, and 256-bit separately) and block size of 

128-bit. AES require low memory to make it extremely appropriate for confined space situations, in which it 

additionally shows great execution. Huffman coding is a manifestation of encoding that makes the most 

productive set of prefix codes for a given content. The standard is to utilize a lower number of bits to encode the 

data that happens all the more as often as possible. The controller is a module required for improving provisions 

security prerequisites based on a variable framework assets. 

 

Figure 1 Secure Image Codec[17] 



American Journal of Engineering Research (AJER) 2014 
 

 
w w w . a j e r . o r g  

 
Page 103 

 Clients can characterize their security necessities for a specific security benefit by indicating a security 

range. G. Liu, T. Ikenaga, S. Goto and T. Baba in their paper have proposed another video security scheme , 

which incorporates two encryption methods. The conspicuous feature of this system is a shuffling of AC 

occasions produced after DCT transformation and quantization stages [18]. DCT presents blocking ancient 

rarities and thus, DWT is received. M. Zeghid, M. Machhout, L. Khriji, A. Baganne and R. Tourki [19], in their 

paper, they dissected the Advanced Encryption Standard (AES), and they include a key stream generator (A5/1, 

W7) to AES to guarantee enhancing the encryption execution; mostly for images portrayed by diminished 

entropy. Equipment implementation of DWT with encryption forces significant difficulties and have been 

examined in [20][21][22],[23]. In this paper we investigate the execution of secure image coding utilizing 

software reference model. 

A. Two Dimensional Discrete Wavelet Transform  for Image Compression  

 The two dimensional DWT is turning into one of the standard apparatuses for image fusion in image 

and signal processing field. The DWT methodology is done by progressive low pass and high pass filtering of 

the digital image or images. This methodology is known as the Mallat algorithm or Mallat-tree decomposition. 

Figure 2 shows an implementation structure of the 2-D DWT-IDWT. The primary level of transformation is 

performed along the rows and the second level of transformation happens along the column. The four sub band 

segments (LL, LH, HL and HH) catch the low frequency parts (DC part), high frequency segments (edges along 

vertical, horizontal and diagonal axis). On the reverse process, the original image is reconstructed based on 

inverse transformation methodology utilizing IDWT.  

 
Figure 2 Analysis and synthesis filter bank structure of DWT  

For perfect reconstruction, the coefficients for the high pass and low pass filters needed to satisfy the following 

two properties shown in  Eq. 1 and Eq. 2 respectively . 

     

The discrete wavelet transform used in this work is Daubche’s db4 wavelet. Figure 4(a) and 4(b) shows its 

scaling and wavelet functions respectively.and Figure 5; (a),(b),(c) and (d) shows the coefficients of its 

decomposition and reconstruction lowpass and high pass filters respectively. 

 

(a)                            (b) 

Figure 4 Scaling and wavelet functions of db4 ; (a) Scaling function of  db4 , (b)Wavelet Function of db4 

....Eq. (1) 

....Eq. (2) 
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(a)                        (b) 

  

    (c)        (d) 

Figure 5 Decomposition; (a) high pass filter, (b) Low pass filter; Reconstruction filters; (c) high pass filter, (d) 

Low pass filter 

Figure 3(a) shows the general concept for image decomposition using dwt . In the first level, input image is 

disintegrated into four sub bands (LL,LH,HL, HH), the LL sub band part is further decayed into four more sub 

band segment in the second level. figure 4 shows the pyramidal decomposition of input image utilizing DWT.In 

Figure 4(a) shows the input image, Figure 4(b) shows the aftereffects of first level decomposition, Figure 4(c) 

shows the second level decomposition stage and Figure 4(d) shows the synthesized image. The information is 

really display in the LL sub band the other three sub bands give information on edges of a given protest in the 

original image. 

 
Figure 6 shows the general concept for image decomposition using dwt. 
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(a)               (b) 
 

 

 

 

 
 

 

 

 

 
 

 
(c)              (d) 

Figure 7 Image decomposition reconstruction of DWT; (a) Original Image (b) 1
st
 level decomposition (c) 

Second level decomposition (d) synthesized Image 

Figure 5 shows the histograms of original and synthesized image. These two histograms are almost same. Figure 

6 shows the histograms of approximation components at level 1 and level 2, those are having slight difference. 

Figure 7, 8, and 9 are the histograms of horizontal, vertical and diagonal components at level 1 and level 2 

respectively, these are significantly different from each other. 

 
    (a)                                         (b) 

Figure 8 Histograms of original image and synthesized image; (a) Histogram of original image,(b)Histogram of 

Synthesized Image 

 
(a)                       (b)  
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Figure 9 Histograms of Approximation components; (a) at level 1, (b) at level 2 

 
(a)                              (b) 

Figure 10 Histograms of Horizontal components; (a) at level 1, (b) at level 2 

 
(a)                               (b)  

Figure 11 Histograms of Diagonal components; (a) at level 1, (b) at level 2 

 
(a)                            (b)  

Figure 12 Histograms of Vertical components; (a) at level 1, (b) at level 2 

   

Image compression is accomplished by quantizing the higher sub bands that are not exceptionally noteworthy 

and transmitting the LL sub band without quantization. An input image of size N x N after two level 

decomposition will offer ascent to 7 sub bands (three more elevated amount sub bands of size N/2 x N/2 at the 

first level, three N/4 x N/4 at the second level and one low frequency sub band of N/4 x N/4). Image 

compression is accomplished by picking just the noteworthy sub bands that give information and quantizing all 

other sub bands. 

B. Advanced Encryption Standard 

Advanced Encryption Standard (AES) is a symmetric block cipher that methodologies data blocks of 128 bits 

utilizing the cipher key of length 128, 192, or 256 bits. The AES algorithm [2] composes the data block in a four 

row and row-significant requested matrix. The first AES encryption/ decryption system is demonstrated in 

Figure 5. In both encryption and decryption, the AES algorithm utilizes a round function, which comprises of 

four distinctive byte situated transformations:  

 

[1] Sub Bytes substitutes each one State of the data block with a substitution table (S-box) estimation of that 

byte.  

[2] Shift Rows shifts the each one row of the state cluster by distinctive counterbalances cyclically, and the 

counterbalance relies on upon row-list.  
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[3] Mix Columns transforms every section of the matrix by multiplying it with a consistent GF polynomial.  

[4] Add Round Key adds a Round Key to the State by a straightforward bit wise XOR operation.   

 

Figure 13 AES Encryption and Decryption 

 

In AES algorithm, every 128-bit data is masterminded as a 4 x 4 state, worked by four primitive 

transformations. Throughout the encryption/decryption transform, the four primitive transformations are 

executed iteratively in Nr rounds, where the estimation of Nr will be 10, 12, or 14, contingent upon which key 

size is chosen. In the encryption technique, the approaching data will first be bit wise XORed with an 

introductory key, and afterward, four transformations are executed in the accompanying request: Sub-Bytes, 

Shiftrows, Mix columns, and Add Round key. Recognize that the Mix Columns transformation is not performed 

in the last round. The execution grouping is turned around in the decryption process, where their converse 

transformations are Inv Sub bytes, Inv Shift Rows, Inv mix columns, and Add Round key, individually. Since 

each one round needs a round key, a beginning key is utilized to create all round keys before 

encryption/decryption. In the AES algorithm, the Sub bytes transformation is a nonlinear byte substitution made 

out of two operations: 1) 1) Modular inversion over GF(28), modulo an irreducible polynomial p(x) = x8 + x4 + 

x3 + x + 1 and 2) affine transformation characterized as y= mx +v, where M is a 8 x 8 b matrix, v is a 8-b 

constant, and x/y indicates 8-b data/yield. In the Mixcolumns transformation, the 128-b data organized as a 4 x 4 

state are worked column by column. The four components of every column structure a four-term polynomial 

that is multiplied by a constant polynomial C(x) = {03} x3 + {01}x2 + {01}x + {02} modulo x4 + 1. The Shift 

Rows transformation is a basic operation in which each one line of the state is cyclically shifted right by 

different offsets. The Add Roundkey transformation is a bitwise XOR operation of each one round key and 

current state. 

 
Figure 14 AES algorithm 
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The creation of s-box functioned in two steps, first finding the multiplicative inverse of the element over Galois 

Field GF(2
8
) modulo and the  irreducible polynomial given in Eq. 1 

x
8
 + x

4
 + x

3
 + x + 1 ------------------------------------ Eq.1 

 

Second, apply affine transformation of the structure y = Mx + C to the inverse , where M = 8 x 8 bit matrix , C = 

8-bit constant and x/y = 8-bit input/output. Shift rows implies cyclic shift of each one column to the left by a 

predefined offset as demonstrated in Figure 14. Mix column works on every column exclusively. Every byte is 

mapped into another value which is a function of each of the 4 bytes in that column. In Add Round Key, the 128 

bits of state are bit wise XORed with 128 bits of the round key. Each one round key generated in the key 

expansion and scheduling process. 10 rounds of the entire AES process are rehashed for a key length of 128 bit. 

The round keys are generated by a key expansion process. The expanded key is 176 bytes in length. Software 

modeling of AES encryption algorithm utilizing Matlab has been completed and different transformations 

utilized as a part of the algorithm in changing over plain text to cipher text were examined. The software 

modeling has been completed such that the main program calls the initialization function and the encryption 

function which thus calls other sub functions to fulfill the undertaking of encryption. Next segment talks about 

the software model for AES algorithm. 

III.  PROPOSED METHOD FOR SECURE IMAGE CODING 
 The real limits saw in image encoding are the aggregate computation time in AES algorithm when 

connected to image data (16,384 frames). So as to lessen the computation time , input image is transformed to 

sub bands utilizing DWT and each one sub band is quantized and encoded utilizing AES. The computation time 

is reduced and likewise is more suitable for real time provisions. The modified block diagram for secure image 

encoding is demonstrated in Figure 15. In the modified algorithm the input image is decomposed into 7 sub 

bands of high and low frequency components . The LL2 sub band is encoded utilizing AES algorithm. The other 

sub bands are LH2, HL2 and HH1 are picked and quantized. Consequently the picked sub bands are scrambled 

utilizing AES algorithm independently. The aggregate number of bits that are encoded after 2D DWT and 

quantization are demonstrated in Table 1. 

  
 

Figure 15 Modified Secure Image Encoding Transmitter and Receiver; (a) Transmitter (b) Receiver 

 

In the modified encoding scheme LH2, HL2 and HH1 are picked as they hold the high frequency components of 

the input image along the vertical, horizontal and diagonal directions. The vertical component and horizontal 

component information is caught from the second level decomposed sub band, the diagonal component is 

caught structure the first level sub band component. Further, the Ll2 component might be decomposed to four 

more sub bands in the third level and suitable sub band components could be quantized and encoded utilizing 

AES algorithm freely. 
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TABLE 1 NUMBER OF BITS AND FRAMES IN PROPOSED METHOD 

 

Input Image Size  

Bits per frame  LL2/LH2/HL2

/HH2 size (in 

No. of bits) 

LH1/HL1/HH1 

size (in No. of 

bits) 

No. of bits to be 

encoded using AES 

after selection  

64 x 64 32768 (256) 2034 9126 15228 (119) 

128 x 128 131072 (1024) 9126 36864 64242 (502) 

256 x 256 524288(4096) 36864 147456 258048 (2016) 

512 x 512 2097152(16384) 147456 589824 1032192(8064) 

The table 1 shown above presents the number of bits encrypted using AES algorithm for different image sizes. 

In the image encoding scheme without DWT, the number of frames to be encoded (each of 128 bits), are shown 

in brackets in column 2. After decomposition using 2d-DWT using two level, the number of frames to be 

encoded is shown in brackets in column 5. After DWT, the pixels are spoken to using 9 bits. The aggregate 

number of frames to be encrypted after DWT is diminished by half accordingly the computation time for AES 

algorithm is lessened to short of what 8 seconds (16 seconds is the time without DWT). As the AES algorithm is 

encoding the sub bands independently, the aggregate time for encoding is short of what 2 seconds in the altered 

algorithm. 

IV.  RESULTS AND DISCUSSION 

 The modified algorithm proposed is demonstrated utilizing Matlab and is confirmed for its usefulness 

utilizing different test images. Figure 8 shows the test images considered for encryption and decryption. The 

info image is decomposed into sub bands and the sub bands are encrypted utilizing AES algorithm, the 

encrypted information is decrypted and inverse DWT is connected to acquire the first image. Top Signal to 

Noise Ratio (PSNR) is registered to gauge the exhibitions of the encryption plan. 
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Figure 16 Test images for secure encoding 

The software reference model created in Matlab, performs DWT of each one image and the decomposed sub 

bands are taken and focused around the information accessible in the sub bands. The picked sub bands are 

quantized and encrypted. The quantization process in this work contrasts the sub band coefficients and a 

threshold, the coefficients beneath threshold are made zero, and coefficients over the set threshold are held. In 

this work, for the LL2 the threshold is situated to +/ -61, for the LH2 and HL2 the threshold is situated to +/ -

136, and for the HH1 the threshold is situated to +/ - 212. The thresholds have been recognized focused around 

trial and error, so that the information in the decomposed image is not lost. After quantization the information is 

lost in the decomposed image, however the image size is diminished and along these lines reduces postpone in 

AES processing. Table 2 shows the PSNR consequences of AES with DWT and without DWT. Quantization 

process presents losses in the image, without quantization the PSNR is very nearly closer to the PSNR acquired 

without DWT. 

TABLE 2 RESULTS OF PROPOSED METHOD 

 

 

Test Image 

Without DWT With DWT and Without 

Quantization 

With DWT and With 

Quantization 

MSE PSNR in dB MSE PSNR in dB MSE PSNR  in dB 

Dam 2.307 44.50 3.014 43.34 3.557 42.62 

Old street 2.711 43.80 3.909 42.21 4.765 41.35 

Office 3.007 43.35 4.286 41.81 5.201 40.97 

Flower 1.466 46.47 2.173 44.76 2.723 43.78 

Houseboat 1.816 45.54 2.489 44.17 2.898 43.51 

Coconut trees 2.455 44.23 3.282 42.97 3.855 42.27 

Church 1.941 45.25 2.736 43.76 3.358 42.87 

Hill 1.582 46.14 2.005 45.11 2.383 44.36 

Valley 2.033 45.05 2.774 43.70 3.428 42.78 

Fruits 2.980 43.36 4.286 41.81 5.141 41.02 

Cityscapes 2.323 44.47 3.343 42.89 3.954 42.16 

Townatnight 1.779 45.63 2.530 44.10 2.979 43.39 

Street 1.205 47.32 1.783 45.62 2.114 44.88 

Sunset 1.439 46.55 1.968 45.19 2.329 44.46 

Shore 2.806 43.65 3.742 42.40 4.53 41.57 

Keralasunset 1.225 47.25 1.722 45.77 2.124 44.86 

Wind 1.055 47.90 1.626 46.02 1.919 45.30 
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Boy 2.905 43.50 3.954 42.16 4.689 41.42 

Braches 1.200 47.34 1.300 46.99 1.507 46.35 

Forest 1.928 45.28 2.972 43.40 3.532 42.65 

Fox 2.979 43.39 4.54 41.56 5.371 40.83 

Rail 2.345 44.43 2.952 43.43 3.508 42.68 

Warehouse 1.775 45.64 2.484 44.18 2.885 43.53 

Lake 1.047 47.93 1.497 46.38 1.775 45.64 

Cat 0.853 48.82 1.286 47.04 1.556 46.21 

Staircase 1.127 47.61 1.479 46.43 1.795 45.59 

Vegetables 1.808 45.56 2.637 43.92 3.274 42.98 

Grapes 0.893 48.62 1.371 46.76 1.679 45.88 

PSNR results got without and with quantization are demonstrated in column 3 and 4 respectively and are 

contrasted and the consequences of image coding with AES encoding in column 2. The greatest deviation as far 

as PSNR for the picked images is 4 db and 9 db without quantization and with quantization. To enhance the 

PSNR and lessen computation time, the input image might be decomposed into various progressive sub bands 

and quantization threshold could be set fittingly to acquire the first image without misfortune. DWT is 

performed to decrease computation time in AES encoding on the input image straightforwardly. Further, 

exhibitions of different DWT filters can likewise be evaluated on the reconstruction process. In this work, Db4 

wavelets have been utilized for deterioration and reconstruction. From the results got we exhibit that the 

decision of DWT channel, choice of sub bands, quantization threshold and parallelism of AES calculation 

assumes an indispensable part in secure image encoding for Unmanned Vehicles. 

 

VI.  CONCLUSION 

 In this work we have developed a secure image coding scheme with multi level of security based on 

DWT and AES algorithm and utilized the AES algorithm for the encryption of consistent image information and 

two dimensional DWT for image decomposition. We have developed a software reference model of DWT, with 

AES algorithm for security and have proposed a fractional encryption procedure based on AES. Exploiting the 

DWT in our work, one may decide to encrypt LL band with security level goes from low to high. Expanded 

protection is exchanged off against more encryption time. The percentage of information subjected to encryption 

while keeping up medium confidentiality is fundamentally diminished as contrasted with full encryption .The 

encryption of just LL2 sub band information as of now conveys a fulfilling secure result. The proposed 

procedure might be utilized as a part of telecommunication between an unmanned vehicle and its base station. 

Test results exhibit that the proposed secure image encoding scheme is quick and is appropriate to give high 

security provisions. 
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ABSTRACT: Present investigation was undertaken to study the low cost efficient treatment system for the 

treatment of high organically polluted industrial wastewater. The herbal and bulk drug pharmaceutical industry 

wastewaters were characterized and treated by vermifilter units and the treated effluents were assessed for its 

toxicity or nutrient enrichment by algal assay procedure to explore the feasibility of use of treated effluents for 

the agriculture. Both the raw wastewaters were observed to be high strength organic wastewaters with very 

high COD and BOD5 with dark yellow color. Results of study established vermitechnology as the low cost 

efficient method for the treatment of herbal and bulk drug pharmaceutical wastewaters. Significant observations 

were recorded with respect to reduction of color, heavy metals and pollutants, and stabilization of organic 

waste. The algal growth potential studies were carried out by using Scenedesmus bijugatus. The significant 

enhancement of algal growth in algal growth potential test indicated the value addition to the effluents during 

vermifiltration process in terms of nutrients and growth promoting factors. The effluents from low organic 

loading (0.8 kg COD/m3.d) unit complied with the Indian standard for irrigation water while the effluents from 

higher organic loading (3.2 kg COD/m
3
.d) required further treatment for polishing. Vermifilter system was, 

thus, proved to be suitable for the treatment of organically polluted industrial effluents, for their value addition 

and making them suitable for further recycling and reuse in agriculture as aerial spray or a liquid manure to 

increase the productivity of crop. 

 

KEYWORDS: Pharmaceutical Wastewater, Vermitechnology, Eudrilus eugeniae, Algal Bioassay 

 

I. INTRODUCTION 

Pharmaceutical wastewater is high strength organically polluted industrial wastewater. The 

conventional treatment of pharmaceutical wastewater is highly technological and costly. Attempt has been made 

to use coagulants and synthetic polyelectrolytes for the treatment of herbal pharmaceutical wastewater [1, 2]. 

There is need to explore low cost method for the wastewater treatment, amenable to producing nutrient-rich 

effluent suitable for recycle and reuse for agricultural irrigation. Vermifilter is known to be simple and low-cost 

method for the stabilisation of waste organic residues producing high quality nutrient-rich vermiwash containing 

plant growth promoting factors. No one has used vermifilter for the treatment of pharmaceutical wastewater. 

Therefore, vermifilters were selected for the treatment of pharmaceutical wastewater. 

 

Algal bioassay is the main tool in water pollution monitoring because algae are more sensitive for 

contamination than fish or invertebrates as test organisms. The nature of the effluents can be assayed by algae 

since the responses can be measured in terms of biomass production or through the metabolic response 

generated [3, 4, 5]. Toxicity of raw wastewaters treated by advanced oxidation processes namely Fenton and 

Photo-fenton reactions was evaluated by algal bioassay [6, 7, 8].  Present investigation envisages studying the 

treatment efficiency of vermifilters for treatment of herbal and bulk drug pharmaceutical wastewaters and their 

nutrient assay by algal growth potential (AGP) test. 
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II.  MATERIALS AND METHODS 

2.1 Vermi-treatment of Wastewaters 

The laboratory scale model of vermifilters was fabricated using glass columns having 10 cm diameter 

and 45 cm length with an outlet at the bottom to collect effluents. The filters were operated on down-flow mode, 

using flow meters and Watson Marlow pump. The reactors were packed with 1:1:1 ratio of sand, soil and 

vermicast, leaving 6 cm of upper column empty for the distribution of wastewater. The particle size of the 

packing material ranged from 0.4 to 0.6 mm that provided surface area of  600 to 650 m
2
/gm with voidage of 

55%. The filters were operated at downflow mode which prevents flooding of the reactor. Earthworm species 

Eudrilus eugeniae was used in the experiment. A total of five reactors for each wastewater were used. The 

working volume of the filters was maintained at 850 ml. In every vermifilter a total of 15 healthy earthworms 

were introduced. Schematic of the experimental setup is shown in Fig. 1. 

 

For both the wastewaters viz. bulk drug pharmaceutical wastewater (BDP) and herbal pharmaceutical 

wastewater (HPW), two day hydraulic retention time at 0.8 kg COD/m³.d and 3.2 kg COD/m³.d organic 

loadings rate was found to be the optimum. Therefore, the vermitreated effluents collected at these loadings, as 

described below, were selected for the algal bioassay to study its efficiency for the agricultural purpose.   

BDL : Vermitreated bulk drug pharmaceutical effluent at low organic loading rate of 0.8 kg COD/m³d 

BDH: Vermitreated bulk drug pharmaceutical effluent at high organic loading rate of 3.2 kg COD/m³d 

HPL: Vermitreated herbal pharmaceutical effluent at low organic loading rate of 0.8 kg COD/m³d 

HPH: Vermitreated herbal pharmaceutical effluent at high organic loading rate of 3.2 kg COD/m³d  

The raw wastewater samples and effluent samples were analysed for their physico-chemical characteristics [9].   

 

2.2 Algal Growth Potential Test 

Algal growth potential (AGP) test was carried out using fresh water green alga Scenedesmus bijugatus 

(Fig. 2) as test organism, which was grown and maintained in basal medium (Table 1). Nutrient concentration in 

basal medium was treated as 100% nutrients for the alga. pH of basal medium was adjusted to 7.8 by 1% NaOH 

solution. Scenedesmus culture was isolated from clean lake water and grown in the basal medium. The stock 

culture was maintained in 2 litre flasks under 1500 lux light intensity. Every care was taken to keep them in 

sterile conditions. 

 

2.3 Algal Inoculum 

Required aliquots of exponentially growing stock of algal culture were centrifuged. The centrifuged 

biomass was washed with distilled water and again centrifuged. To this, required amount of distilled water was 

added so that 1 ml of this inoculum gave an optical density of 0.03 in test culture. 

 

2.4 Procedure for Algal Bioassay 

Clean, sterilized test tubes were used for AGP test. Three sets were prepared, first with serial dilutions 

of treated effluents with  distilled water  viz. 10% effluent, 20% effluent, 40% effluent, 60% effluent, 80% 

effluent and 100% effluent, second and third sets with same dilutions fortified with 30% and 100% basal 

medium nutrients respectively. Required amount of algal inoculum was added to each of the test tube in equal 

amount to give initial optical density of 0.03. Then the inoculated test tubes were kept in racks illuminated with 

cool white fluorescent tubes giving light intensity of 300 lux units. Algal growth was monitored in all the 

dilutions for 7 days period starting on 0 day. The growth of Scenedesmus was studied by “in-situ” measuring the 

optical density (OD) of the cultures by the spectrophotometer at the wavelength of 560 nm.  

2.5 Estimation of Specific Growth Rate and Doubling Time 

Specific growth rate of alga (1) and doubling time (2) were calculated as per the following method.  

. 

Specific growth rate (µ): 
period)growth  al(Exponenti days of No.

10)  OD(log Initial - 10)OD(log Final  22
 --------- (1) 

Doubling Time = 1 / (µ) --------------------------------------------------------------- (2) 

 

III.  RESULTS AND DISCUSSION 

3.1 Pharmaceutical Wastewaters 

Physicochemical characteristics of HPW and BDP raw wastewaters are given in Table 2. Both the 

wastewaters were dark yellow in colour. HPW was acidic (pH 3.9-4.0) and BDP was near neutral (pH 7.5). Both 

the wastewaters were highly organic with very high COD and BOD5 values and high concentration of total 

nutrients. The wastewaters also showed the presence of   heavy metals. The BOD5:COD ratio in these bulk drug 

and herbal pharmaceutical wastewaters ranged from 0.38 to 0.52 (Table 3). This range is near to 0.5 recorded 
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for domestic wastewater. It is generally assumed that when this ratio is below 0.2, the wastewater/effluent is 

toxic. Thus these effluents are not toxic and may be used for irrigation. At the same time,  the COD:BOD5 ratio 

of these effluents varied from 1.92 to 2.65, which is near to ratio 2.5 for domestic wastewater and thus may be 

suitable for recycling as irrigation water in agriculture. It was observed that the physicochemical characteristics 

of bulk drug and herbal pharmaceutical effluent from low organic loading (0.8 kg COD/m
3
.d) treatment unit 

comply with Indian standard for irrigation water (IS:2490 - 1982) (Table 4) and can be used for agricultural 

irrigation.  The effluent from higher organic loading (3.2 kg COD/m
3
.d) treatment units will require further 

treatment to refine the effluent quality with respect to dissolved solids, BOD5 and Iron content. 

 

3.2 Treatment Efficiency 

The physicochemical characteristics of the treated effluents and the percentage reduction in the 

pollution indicator parameters are shown in Table 5. In both the effluents, pH has been improved to alkaline 

side, turbidity significantly reduced along with concomitant reduction in TSS by 91.6% to 93.6% in low organic 

loading and 83.1% to 89% in high organic loading. TDS was reduced by 64.2% to 75.92%. COD and BOD5 

reduction ranged from 83.34%to 96.26%. Similarly significant reductions were observed in chlorides, sulphides, 

sulphates, total phosphorus, total nitrogen, sodium, potassium, Pb, Cd, Ni, Co, Fe, Mn, Cr, and Cu. Though the 

overall reduction is satisfactory, it is observed that percent reductions in different parameters (except TDS) are 

more in low organic loading rate (0.8 kg COD/m
3
.d) in both the effluents. Thus, the low organic loading to 

vermifilters gives better quality of effluent.  

 

3.3 AGP Test with Different Dilutions of BDL and BDH with Distilled Water 

The results of the AGP experiments with serial dilutions of BDL and BDH are shown in Tables 6 and 

7. It has been observed that in both the effluents, the lag phase, exponential growth period are similar. In BDL, 

maximum exponential growth rate and standing crop enhancement on 7
th

 day were in 40% dilution, while the 

same was maximum in 60% dilution of BDH effluent. However the 100% effluent also had better results with 

respect to exponential growth rate and doubling time and enhancement of standing crop on 7
th

 day. These results 

indicate that both the effluents were having rich quantity of available nutrients and had stimulating effect 

significantly over the control and the BDL had maximum growth stimulatory effect than BDH. This indicates 

that the vermifilter effluents contain sufficient nutrients and can be used for application on crops or on soil. 

 

3.4 AGP Test with BDL Effluent Diluted with Basal Medium 

The results of experiments carried out with BDL dilutions fortified with 30% and 100% basal medium 

nutrients are shown in Tables 8 and 9. The control and 10% and 20% dilutions of BDL with 30% basal medium 

nutrients showed 48 hours lag phase, while there was no lag phase in other test cultures in both the effluents. 

This may be due to rich availability of nutrients in the test cultures. Exponential growth period was the same in 

all test cultures. In BDL dilutions with 30% basal medium nutrients, exponential growth rate was increasing 

upto 80% dilution; doubling time was minimum in 40% effluent, and maximum enhancement of standing crop 

on 7
th

 day was in 40% dilution. This indicate that 30% nutrient fortification was favourable for enhancing the 

algal growth till 40% dilution of effluent, but in 60% to 100% effluent dilution,  nutrient fortification might have 

resulted in excess nutrients and showed reduction in growth potential. In other words, BDL effluent had enough 

nutrient content and do not require nutrient fortification, except for dilutions from 10% to 40%. Fortification of 

BDL dilutions with 100% basal medium nutrients (Tables 9) showed that enhancement of standing crop was 

very less with relatively lower exponential growth rate and relatively higher doubling time. This indicates 

excess enrichment of test cultures due to fortification of nutrients. These observations show that the fortification 

of nutrients to the BDL effluent did not enhance the algal growth significantly. 

 

3.5 AGP Test with BDH Effluent Diluted with Basal Medium 
Similar observations were recorded in case of BDH effluent. In case of 30% nutrient fortification, 

standing crop showed enhancement in 10% to 60% dilution, concomitant with gradual reduction in doubling 

time and increase in exponential growth rate (Table 10). In case of fortification of 100% nutrients, exponential 

growth period was reduced to 6 days, Standing crop showed reduction upto 40% dilution and then slight 

enhancement; reduction in exponential growth rate upto 40% dilution then slight increase; and increase in 

doubling time upto 40% dilution and then slight decrease (Table 11). This indicates that BDH is rich in nutrients 

at optimum level and do not require nutrient fortification except at 40% dilution and that is upto 30% nutrients 

only.   

 

. 
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 3.6 AGP Test with HPL and HPH Effluent Serially Diluted with Distilled Water 

The results of the AGP test carried out with different dilutions of HPL and HPH effluents with distilled water 

are given in Tables 12 and 13. It has been observed that there was no lag phase in any of the test cultures.  In 

both the effluents, the growth potential of alga showed significant improvement in exponential growth rate, 

decrease in doubling time and enhancement of standing crop over control with the increase in concentration of 

effluent in dilutions. Exponential growth period showed reduction with increase in concentration of effluent in 

dilution. This was due to faster nutrient utilization in shorter period in batch cultures. The 80% and 100% HPH 

effluent showed maximum enhancement of algal growth. 

The above discussions lead to following salient observations. 

 Vermitreated effluent of herbal pharmaceutical wastewater contains nutrients and growth promoting 

factors which significantly enhances the algal growth. 

 The growth potential was better in HPL effluent as compared to that in HPH effluent. This may be due to 

better stabilization of waste organic matter under low organic loading resulting in slightly higher 

concentration of available nutrients in HPL effluent.  

 

3.7 AGP Test with HPL Effluent Diluted with 30% and 100% Basal Medium Nutrients 

The results of the AGP test with serial dilutions of HPL effluent fortified with 30% and 100% basal 

medium nutrients are shown in Tables 14 and 15. In both sets, the standing crop showed enhancement upto 60% 

dilution with concomitant increase in exponential growth rate and reduction in doubling time. However, there is 

reduction in standing crop and exponential growth rate, and increase in doubling time at 80% to 100% dilution. 

On the contrary, 100% nutrient fortification significantly increased the standing crop upto 80% dilution 

concomitant with increase in exponential growth rate and reduction in doubling time and then showed slight 

reduction, however better than control,. These observations show that HPL effluent might have sub-optimum 

concentration of available nutrients and growth promoting factors, thus showed improvement in algal growth 

potential significantly at 30% nutrient fortification and still more at 100% nutrient fortification.  

 

3.8 AGP Test with HPH Effluent Diluted with 30% and 100% Basal Medium Nutrients 

The results of the AGP test with serial dilutions of HPL effluent fortified with 30% and 100% basal medium 

nutrients are shown in Tables 16 and 17. Exponential growth period was of 7 days in 30% nutrient fortification 

and 6 days in 100% nutrient fortification. This was due to faster algal growth in a short time in the later. Algal 

growth potentials were tremendously increased in both the fortifications, higher in 100% fortification. However, 

highest algal growth potential was in case of 40% dilution in 30% nutrient fortification and in case of 60% 

dilution in 100% nutrient fortification. Comparison of algal growth potentials in HPL and HPH showed that 

HPL is more enriched with available nutrients and growth factors and thus showed less enhancement in standing 

crop after nutrient fortification over the control, while HPH being less enriched, showed significant 

enhancement in standing crop after nutrient fortification over the control. 

 

IV. CONCLUSION 

Bulk drug and herbal pharmaceutical wastewater were observed to be highly organically polluted 

wastewater having high suspended solids, total dissolved solids, COD and BOD5 and dark yellow colour. 

Vermifilters were observed to be technically simple, low cost, efficient method for the treatment of high 

organically polluted wastewaters of pharmaceutical industry. The BOD5:COD ratio of the vermitreated effluents 

ranging from 0.38 to 0.52 and COD:BOD5 ratio ranging from 1.92 to 2.65 indicate that the effluents were not 

toxic in nature. Effluents from low organic loading (0.8 kg COD/m
3
.d) treatment units were found to comply 

with Indian irrigation water standard (IS:2490-1982), while effluents from high organic loading (3.2 kg 

COD/m
3
.d) treatment units may require further treatment to reduce their dissolved solids content, BOD5 and 

iron content. 

 

The biological characteristics of effluents were studied through AGP test. No residual toxicity was 

observed. AGP test showed that the vermitreated bulk drug and herbal pharmaceutical effluents were enriched 

with nutrients and growth promoting factors due to their treatment by the earthworm species Eudrilus eugeniae. 

Low organic loading (0.8 kg COD/m
3
.d) treatment units produced effluent with better amount of available 

nutrients, while at higher organic loading (3.2 kg COD/m3.d) units, the effluents might contain some amount of 

partially stabilised organic matter and thus may require dilution for favourable effect on plant growth. 

Vermitreated bulk drug effluents contained more than optimum level of nutrients and 40% to 60% dilutions 

gave maximum beneficial impact on plant growth. HPL and HPH required fortification of nutrients for 

increasing its growth stimulatory effects. It is recommended that field trials on the crops may be carried out by 

using these vermitreated effluents from low organic loading treatment units either in spray form or as liquid 
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manure or as irrigation water.  
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Figure 1: Experimental setup (Flow adjustment unit) 

 

 

 

 
Figure 2: Scenedesmus bijugatus species 

 

Table 1: The Nutrient Composition of Basal Medium for Culturing Alga S. Bijugatus 
 
 

S.N. Nutrient Salts Concentration 

1.  Urea   60 mg/l 

2.  N2CO3   25 mg/l 

3.  Na3PO4   25 mg/l 

4.  NaCl   25 mg/l 

5.  (NH4) 2SO4  20 mg/l 

6.  MgSO4   10 mg/l 

7.  FeSO4   2 mg/l 
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Table 2: Physico-Chemical Characteristics of Combined Herbal and Bulk Drug Pharmaceutical Wastewaters 

Sr. No. Parameters HPW wastewater BDP wastewater 

1 pH  3.9 – 4.0 7.5 

2 Colour (Visual) Dark yellow Dark yellow 

3 Total acidity/ alkalinity as CaCO3  3000 6200 

4 Turbidity 64.4 58.8 

5 Suspended solids (SS) 5460 – 7370 6100 

6 Total dissolved solids (TDS) 2564 – 3660 25.934 

7 Total solids  8024 – 11030  

8 Chemical oxygen demand (COD) 21960 – 26000 34800 

9 Biochemical oxygen demand (BOD5) 11200 – 15660 16000 

10 Chloride 660-638 4193.69 

11 Sulfide as S
-
 42 – 54 330 

12 Sulphates as SO4 82 – 88 325 

13 Total phosphates as PO4 260 – 280 7.144 

14 Total nitrogen as NH3-N 389 – 498 370 

15 Oil and grease  140 – 182 - 

16 Sodium as Na 155 – 266 7197 

17 Potassium as K 128 – 140 1120 

18 Heavy metals 

 - Zn 0.314 0.00 

 - Pb 0.434 0.525 

 - Cd 0.185 0.298 

 - Ni 0.156 0.178 

 - Co 0.16 0.048 

 - Mn 4.54 3.256 

 - Fe 33.8 9.189 

 - Cr 0.253 0.187 

 - Cu 0.042 0.01 

 - As 0.0062 - 

All values are expressed in mg/l
 
except pH and colour 

HPW: Herbal Pharmaceutical Wastewater; BDP: Bulk drug Pharmaceutical Wastewater 

 

 

Table 3: Effluent Characteristics with Respect to Ratios of BOD5 and COD 
 

Effluent 

parameters 

HPL HPH BDL BDH 

COD 69 703 126 1097 

BOD5 26 367 60 563 

BOD5:COD 0.38 0.52 0.48 0.51 

COD:BOD5 2.65 1.92 2.1 1.95 

 

Table 4: Compliance of Pharmaceutical Effluents to Indian Irrigation Water Standard 
 

Parameters Indian irrigation water 

standard (IS:2490 – 1982) 

Pharmaceutical effluent 

from low organic loading 

(0.8 kg COD/m3.d) 

Excess parameters of 

pharmaceutical effluent 

from high organic loading 

(3.2 kg COD/m3.d) 

Suspended solids, mg/l 200 19 - 177 -- 

Dissolved solids (inorganic), 

mg/l, max. 

2100 190 - 827 3706 (BDH) 

pH 5.5 – 9.0 7.8 – 8.2 -- 

BOD5, mg/l, max. 100 26 - 60 367 - 563 

Chlorides (as Cl), mg/l, max. 600 39 - 226 -- 

Sulphate (as SO4), mg/l, max 1000 25-110 -- 

Manganese (as Mn), mg/l 2 0.022 – 0.136 -- 

Iron (as Fe), mg/l 3 2.1 – 3.21 6.55 (BDH) 

Nitrate nitrogen, mg/l 20 Total nitrogen: 1.36 – 1.82 -- 
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Table 5: Physico-Chemical Characteristics of Effluents of Herbal and Bulk Drug Pharmaceutical Wastewater at 

2 Days HRT 

Sr. 

No. 

Parameter Organic loading rate (kg COD/m
3
d) 

0.8 (HPL) 3.2 (HPH) 0.8 (BDL) 3.2 (BDH) 

1 pH 8.2 7.8 8.2 7.8 

2 Alkalinity as CaCO3 373 466 284 340 

3 Turbidity (NTU) 0.88 1.82 4.6 9.0 

4 Total suspended solids (TSS) 22.0 177.0 19 127 

5 %TSS reduction 91.6 83.1 93.6 89.0 

6 Total dissolve solids (TDS) 190 809 827 3706 

7 %TDS reduction 35.8 26.6 32.2 24.08 

8 Chemical oxygen demand (COD) 69 703 126 1097 

9 %COD reduction 94.48 85.44 92.34 83.34 

10 Biochemical oxygen demand (BOD5) 26 367 60 563 

11 %BOD5 reduction 96.26 89.77 93.92 85.73 

12 Chloride as Cl 39 86 224 256 

13 Sulphide as S
-
 ND ND ND ND 

14 Sulphate as SO4 25 34 94 110 

15 Total phosphate as PO4 (%) 0.26 0.82 0.25 0.40 

16 Total nitrogen as NH3-N (%) 1.40 1.82 1.36 1.60 

17 Sodium as Na 85.5 168 146 284 

18 Potassium as K 0.29 0.49 0.29 0.69 

19 Sodium adsorption ratio (SAR) 3.95 4.76 4.16 5.03 

20 Heavy Metals     

 - Zn 0.126 0.156 0.086 0.097 

 - Pb 0.098 0.142 0.26 0.392 

 - Cd 0.016 0.31 0.192 0.232 

 - Ni 0.033 0.049 0.106 0.143 

 - Co 0.015 0.041 0.028 0.042 

 - Mn 0.712 0.091 1.02 1.32 

 - Fe 2.1 3.21 2.35 6.55 

 - Cr 0.022 0.036 0.112 0.136 

 - Cu ND 0.016 0.004 0.009 

 

*Above readings are averages of ten sets 

**All the parameters are expressed in mg/l except, pH, turbidity, conductivity and    percentage reduction (r). 

 

 

Table 6: Growth of S. Bijugatus at Different Dilutions of BDL Effluent 
 

Treated effluent 

dilutions 

Lag 

phase 

(days) 

Exponential 

growth 

period day 

Exponential    

growth  rate 

(µ) 

Doubling time 

in hours 

Enhancement of 

standing crop on                

7
th

 Day (%) 

Control (Basal 

medium) 

Nil 0 – 7 0.2486 96.54 - 

10%  Nil 0 – 7 0.3186 75.32 40 

20%  Nil 0 – 7 0.3386 70.88 55 

40%  Nil 0 – 7 0.3557 43.09 68 

60%  Nil 0 – 7 0.2957 81.16 26 

80%  Nil 0 – 7 0.2857 84.00 20 

100%  Nil 0 – 7 0.2771 86.61 15 
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Table 7: Growth of S. Bijugatus in Different Dilutions of BDH Effluent 
 

Treated effluent 

dilutions 

Lag phase 

(days) 

Exponential 

growth period 

days 

Exponential 

growth rate (µ) 

Doubling time in 

hours 

Enhancement of standing 

crop on 7th day (%) 

Control (Basal 

medium) 

Nil 0 – 7 0.2057 116.7 - 

10%  Nil 0 – 7 0.2529 94.9 26.3 

20%  Nil 0 – 7 0.2814 85.3 45.3 

40%  Nil 0 – 7 0.3271 73.4 81.1 

60%  Nil 0 – 7 0.3314 72.4 84.2 

80%  Nil 0 – 7 0.2971 80.8 55.8 

100%  Nil 0 – 7 0.2914 82.4 51.6 

 

Table 8: Growth of S. Bijugatus in Different Dilutions of BDL Effluent Fortified with 30% Basal Medium 

Nutrients 

Treated effluent 

dilutions 

Lag 

phase 

(hrs) 

Exponential 

growth period 

Exponential 

growth  

rate () 

Doubling  

time in 

hours 

Enhancement of 

standing crop as on 

7th Day (%) 

Control (Basal 

Medium) 

48 hrs. 0 –7 0.3643 65.9 - 

10%  48 hrs. 0 – 7 0.3586 66.9 - 3.13 

20%  48 hrs. 0 –7 0.4071 59.0 23.2 

40%  Nil 0 –7 0.4429 54.2 46.4 

60%  Nil 0 – 7 0.3871 62.0 11.6 

80%  Nil 0 – 7 0.4257 56.4 34.8 

100%  Nil 0 – 7 0.3529 68.0 -5.36 

 

 

Table 9: Growth of S. Bijugatus in Different Dilutions of BDL Effluent Fortified with 100% Basal Medium 

Nutrients 

Treated effluent 

dilutions 

Lag 

phase 

(days) 

Exponential 

growth period 

days 

Exponential 

growth rate (µ) 

Doubling time 

in hours 

Enhancement of 

standing crop as on 7th 

day (%) 

Control (Basal 

medium) 

Nil 0-7 0.3557 67.5 - 

10%  Nil 0-7 0.3586 66.9 0.27% 

20%  Nil 0-7 0.3743 64.1 1.70% 

40%  Nil 0-7 0.38 63.2 2.30% 

60%  Nil 0-7 0.42 57.1 6% 

80%  Nil 0-7 0.4586 52.32 9.70% 

100%  Nil 0-7 0.4714 50.9 10.90% 

                            

Table 10: Growth of S. Bijugatus in Different Dilutions of BDH Effluent Fortified with 30% Basal Medium 

Nutrients 

Treated effluent 

dilutions 

Lag phase 

(days) 

Exponential 

growth period 

days 

Exponential 

growth rate (µ) 

Doubling time in hours Enhancement of 

standing crop as on 7th 

day (%) 

Control (Basal 

medium) 

Nil 0-7 0.3429 70 - 

10%  Nil 0-7 0.42 57.1 45.50% 

20%  Nil 0-7 0.4357 55.1 63.80% 

40%  Nil 0-7 0.4514 53.2 69.40% 

60%  Nil 0-7 0.49 49 105% 

80%  Nil 0-7 0.4629 51.9 80.20% 

100%  Nil 0-7 0.4443 54 64.50% 
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Table 11: Growth of S. Bijugatus in Different Dilutions of BDH Effluent Fortified with 100% Basal Medium 

Nutrients 

Treated effluent 

dilutions 

Lag phase Exponential 

growth  period 

days 

Exponential 

growth rate (µ) 

Doubling time 

in hours 

Enhancement of 

Standing crops as on 

7
th

 day (%) 

Control (Basal 

medium) 

Nil 0-6 0.3657 65.63 - 

10%  Nil 0-6 0.3414 70.3 -2.27% 

20%  Nil 0-6 0.3586 66.93 -0.67% 

40%  Nil 0-6 0.3558 67.45 -0.93% 

60%  Nil 0-6 0.39 61.54 2% 

80%  Nil 0-6 0.4543 52.83 8.27% 

100%  Nil 0-6 0.4614 52.02 8.93% 

 

Table 12: Growth Potential of S. Bijugatus in Different Dilutions of HPL Effluent 

Treated effluent 

dilutions 

Lag 

phase 

(days) 

Exponential 

growth period 

days 

Exponential 

growth rate (µ) 

Doubling 

time in 

hours 

Enhancement of 

standing crop over 

control as on 7
th

 day 

(%) 

Control (Basal 

medium) 

Nil 0-7 0.3357 71.5 - 

10%  Nil 0-7 0.3429 69.9 3.9 

20%  Nil 0-7 0.38 63.2 24.5 

40%  Nil 0-5 0.56 42.9 43.1 

60%  Nil 0-5 0.57 42.1 52.9 

80%  Nil 0-5 0.614 39.1 82.4 

100%  Nil 0-5 0.604 39.7 61.8 

  

Table 13: Growth Potential of S. Bijugatus in Different Dilutions of HPH Effluent 
 

Treated effluent 

dilutions 

Lag 

phase 

(days) 

Exponential 

growth period 

days 

Exponential 

growth rate (µ) 

Doubling time 

in hours 

Enhancement of 

standing crops as 

on 7
th

 day (%) 

Control Nil 0-7 0.2629 91.3 - 

10%  Nil 0-4 0.47 51.1 0.9 

20%  Nil 0-4 0.455 52.7 9.3 

40%  Nil 0-5 0.42 57.1 23.4 

60%  Nil 0-5 0.44 54.5 36.4 

80%  Nil 0-5 0.502 47.8 62.6 

100%  Nil 0-5 0.52 46.2 69.2 

 

Table 14: Growth of S. Bijugatus in Different Dilutions of HPL Effluent Fortified with 30% Basal Medium 

Nutrients 

Treated effluent 

dilutions 

Lag   

phase 

(days) 

Exponential 

growth period 

days 

Exponential 

growth rate (µ) 

Doubling time in 

hours 

Enhancement of 

standing crops as on 

7
th

 day (%) 

Control (Basal 

medium) Nil 0-7  0.4457 53.8 - 

10%  Nil 0-7  0.4514 53.2 7.8 

20%  Nil 0-7  0.4829 49.7 19.3 

40%  Nil 0-7  0.7214 33.3 29.8 

60%  Nil 0-7   0.75 30.1 35.8 

80%  Nil 0-7  0.4429 54.2 - 1.4 

100%  Nil 0-7  0.3443 69.7 - 39.0 
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Table 15: Growth of S. Bijugatus in Different Dilutions of HPL Effluent Fortified with 100% Basal Medium 

Nutrients 
 

Treated effluent 

dilutions 

Lag 

phase 

(days) 

Exponential 

growth period 

days 

Exponential 

growth rate (µ) 

Doubling time 

in hours 

Enhancement of 

standing crop as 

on 7
th

 day (%) 

Control (Basal 

medium) 

Nil 0 – 6 0.27 88.89 - 

10%  Nil 0 – 6 0.3017 79.55 13.82 

20%  Nil 0 – 6 0.4067 59.01 76.42 

40%  Nil 0 – 6 0.465 51.61 125.20 

60%  Nil 0 – 6 0.5333 45.00 200 

80%  Nil 0 – 6 0.5283 45.43 192.68 

100%  Nil 0 – 6 0.4417 54.34  104.07 

        

 

Table 16: Growth of S. Bijugatus in Different Dilutions of HPH Effluent Fortified with 30% Basal Medium 

Nutrients 

 

Treated effluent 

dilutions 

Lag   phase 

(days) 

Exponential 

growth period 

days 

Exponential 

growth rate (µ) 

Doubling time in hours Enhancement of 

standing crop as on 

7
th

 day (%) 

Control (basal 

medium) 

Nil 0-7 0.3671 65.38 - 

10%  Nil 0-7 0.5042 47.52 94.01 

20%  Nil 0-7 0.5071 47.33 97.60 

40%  Nil 0-7 0.52 46.15 109.58 

60%  Nil 0-7 0.4743 50.60 68.26 

80%  Nil 0-7 0.4657 51.54 61.68 

100%  Nil 0-7 0.3857 62.22 9.58 

 

 

Table 17: Growth of S. Bijugatus in Different Dilutions of HPH Effluent Fortified with 100% Basal Medium 

Nutrients 

Treated effluent 

dilutions 

Lag 

phase 

Exponential 

growth period 

days 

Exponential 

growth rate 

(µ) 

Doubling 

time in hours 

Enhancement of 

standing crop as on 

7
th

 day (%) 

Control (basal 

medium) 

Nil 0 – 6 0.1617 148.4 - 

10%  Nil 0 – 6 0.385 62.3 138.3 

20%  Nil 0 – 6 0.4717 5.1 240.4 

40%  Nil 0 – 6 0.5083 47.2 296.8 

60%  Nil 0 – 6 0.5433 44.1 358.5 

80%  Nil 0 – 6 0.4967 48.3 277.7 

100%  Nil 0 – 6 0.3517 68.2 106.4 
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ABSTRACT :Caffeine is a well-known stimulant which is added as an ingredient to various carbonated soft 

drinks. Caffeine has drawn more attention due to its physiological effects beyond that of its stimulatory effect. 

Consumers are interested in knowing the exact amounts of caffeine existing in beverages. However, limited data 

exist, especially for store brand beverages. Therefore, it is pertinent to review the various methods that will 

effectively determine the caffeine contents in different carbonated drinks. HPLC, UV-Visible Spectrometry and 

Gas Chromatography are among the popular used methods. 

 

KEYWORDS;Carbonated-drinks, Analysis, Extraction, Additive, Determination, Caffeine. 
 

 

 

I. INTRODUCTION 
 Caffeine is a naturally occurring alkaloid which is found in the leaves, seeds and fruits of over 63 

plants species worldwide (Abdul Muminet al., 2006; NourVioletaet al.,2008; Wanyikaet al., 2010; 

VioletaNouret al., 2010) It is an alkaloid of methylxanthine family (Wanyikaet al.,2010; Marcia et al., 2002). 

The methylxanthines caffeine (1,3,7-trimethyxanthine), theobromine (3,7- dimethylxanthine), and theophylline 

(1,3-dimethylxanthine) can be normally found in cola nuts, coffee beans, cocoa beans, tea leaves, mate leaves 

and other kinds of plants (Paradkar and Irudayaraj, 2002). While coffee and tea beverages naturally contain 

caffeine and other methylxanthines, caffeine serves as an ingredient in many carbonated soft drinks including 

colas, pepper-type beverages, and citrus beverages. Pure caffeine occurs as odorless, white, fleecy masses, 

glistening needles of powder. Its molecular weight is 194.19g, melting point is 236°C, point at which caffeine 

sublimes is 178°C at atmospheric pressure, pH is 6.9 (1% solution), specific gravity is 1.2, volatility is 0.5%, 

vapor pressure is 760mmHg at 178°C, solubility in water is 2.17%, vapor density 6.7 (Komeset al., 2009; 

NourVioletaet al., 2008; Hiroshi Ashiharaet al., 1996; Abdul Muminet al., 2006).Caffeine has drawn more 

attention in the past decades due to its physiological effects beyond that of its stimulatory effect. The Food and 

Drug Administration (FDA) defines caffeine as a generally recognized as safe (GRAS) substance. However, 

FDA specifies that the maximum amount in carbonated beverages is limited to 0.02% (FDA 2006). Therefore, 

the highest legal amount of caffeine allowed in a 355 mL (12oz) can of soft drink is about 71mg. Caffeine has 

attracted the interest of consumers and health professionals alike due to its wide consumption in the diet by a 

large percentage of the population and its pharmacological effects in humans (Mandel 2002). The human’s 

saliva caffeine level, which demonstrates the extent of absorption, peaks around 40 minutes after caffeine 

consumption (Liguoriet al 1997). Its physiological effects on many body systems have been reported by 

researchers, including the central nervous, cardiovascular, gastrointestinal, respiratory, and renal systems 

(Nehliget al 1992). The International Olympic Committee (IOC) defined caffeine as a drug and abuse is 

indicated when athletes have urine caffeine concentrations higher than 12μg/mL (de Aragaoet al 2005).  

 

II. CAFFEINE CHEMISTRY AND GENERAL INFORMATION 
 Caffeine (1,3,7-trimethyxanthine), theophylline (3,7- dimethylxanthine), and theobromine (1,3-

dimethylxanthine) are in the family of alkaloid methylxanthines. 
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Caffeine (1, 3, 7-trimethylxanthine) 

 Caffeine is an odorless, white solid that has the form of needles or powder. Caffeine has a bitter taste. 

The molar mass of caffeine is 194.19 g/mol. Caffeine is slightly soluble in water due to its moderate polarity. 

Caffeine is a natural central nervous system stimulant, having the effects of reducing drowsiness and recovering 

alertness. Since it is widely consumed by humans, caffeine is considered the most frequently used psychoactive 

substance in the world (Ligouriet al 1997). 

 

Physiological effects of caffeine to human  

 Caffeine has numerous physiological effects on major organ systems, including the nervous system, 

cardiovascular system, digestive system, and respiratory system. Renal function and skeletal muscles are also 

affected by caffeine. Numerous studies have proven caffeine to be a stimulant to human’s central nervous 

system (Spiller, 1998).It is also increase heartbeat rate, dilate blood vessels and elevate levels of free fatty acids 

and glucose in plasma. 1 g of caffeine leads to insomnia, nervousness, nausea, ear ringing, flashing of light 

derillum and tremulosness. In cases of overdosing and in combination with alcohol, narcotics and some other 

drugs, these compounds produce a toxic effect, sometimes with lethal outcome (Mamina and Pershin, 2002; Ben 

Yuhas, 2002; Wanyikaet al., 2010; James et al., 1990; Tavallali and Sheikhaei, 2009). Caffeine facilitates the 

conduction velocity in the heart and directly affects the contractility of the heart and blood vessels. 

Nevertheless, caffeine may significantly reduce cerebral blood flow by constricting of cerebral blood vessels. 

Caffeine provides a diuretic effect due to elevating the blood flow and glomerular filtration rate of the kidneys. 

Heartburn is an issue for some subjects’ gastrointestinal system after consuming caffeine. The effects of caffeine 

to skeletal muscles are mainly the increasing occurrence of tremors (James 1991; Spiller 1998). 

 

Relevant Literatures 

 Many methods exist for determining the methylxanthine contents of food and beverages. Some of these 

methods include UV-Visible spectrophotometry, potentiometry, high performance liquid chromatography 

(HPLC), ion chromatography, high performance thin layer chromatography (HPTLC), capillary electrophoresis, 

micellar capillary electrophoresis, gas chromatography, and solid-phase microextraction gas chromatography 

(Armenta et al., 2005). Of the above methods, HPLC has become one of the most commonly used analytical 

methods.One study demonstrated using an HPLC method with an octadecylsilyl (ODS) column and a water-

acetonitrile-phosphoric acid mobile phase to analyze eight catechins and caffeine. Within 20 min, the catechins 

(epicatechin, epigallocatechin, epicatechingallate, epigallocatechingallate, catechin, catechingallate, 

gallocatechin and gallocatechingallate) and caffeine were separated by an acetonitrile gradient. Two different 

types of Japanese green teas, Matcha and Sencha, both high and low grades for each tea, had their catechins and 

caffeine contents determined. The researchers found the caffeine contents were higher in Matcha tea than in 

Sencha tea (Gotoet al., 1996). Wang et al., (2000) applied an isocratic elution system to determine the contents 

of catechins, caffeine, and gallic acid in green and black tea. The separation system included a C18 reverse-

phase column, a mobile phase of methanol/water/orthophosphoric acid (20/79.9/0.1), and an UV detector. The 

flow rate was set at 1.0 mL/min. The wavelength of detection was 210 nm. The validation of this method was 

confirmed by all analytes exhibiting good linearity within the range tested and correlation coefficients ranging 

from 0.988 to 1.000. The amounts of caffeine in Gunpower, roasted green tea (RGT), Sencha, Keemun, and Sri 

Lanka were found to be 23.9, 30.3, 28.9, 38.2, and 22.9 mg/100 mL, respectively (Wang et al., 2000).  
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Mashkouriet al., (2003) quantitated the caffeine existing in black tea leaves by Fourier transform infrared 

(FTIR) spectrometry. The caffeine of tea samples was extracted using CHCl
3 

after wetting with an aqueous NH
3 

solution. The spectrometric data were collected over the wave number range of 1800-1300 cm
-1

. This 11 method 

had a detection limit of 35μg/mL, a sampling frequency of 6 h
-1

, and a coefficient of variation of 0.8%. A black 

tea sample contained 3.68% w/w caffeine. The authors obtained similar results for the caffeine content from 

FTIR (3.68 ± 0.03% w/w) and a reference HPLC technique (3.60 ± 0.07% w/w). The advantages of the FTIR 

method for determining caffeine in tea leaves includes its quickness, precision, and accuracy, enabling it to be a 

possible alternative to the HPLC method (Mashkouriet al., 2003). However, one potential shortcoming of this 

method is the fairly high detection limit.  
 

 Nishitani and Sagesaka (2004) developed an improved HPLC analytical method for simultaneously 

determining caffeine and the eight catechins as well as other phenolic compounds in tea. The proposed method 

provided additional ability to analyze phenolic compounds when compared with former HPLC methods. This 

procedure was based on an improved reverse-phase ODS column operated at 4°C, a binary gradient elution 

system of water-methanol-ethylacetate-phosphoric acid, and a photodiode array detector. The quantitative 

measurement of eight catechins and caffeine confirmed the validity of this proposed method. The detection 

limits of these analytes ranged from 1.4-3.5 ng per injection volume. The recovery rates of the analyses were in 

the range of 96-103%. The caffeine contents of Sencha, Matcha, Gunpowder, Tie Kuan yin, and Darjeeling 

determined in this study were 2.94±0.007, 3.62±0.005, 2.61±0.059, 2.51±0.019, and 3.24±0.016% (dry weight), 

respectively (Nishitani and Sagesaka 2004). Caudle et al., (2001) tried to improve the Association of Official 

Analytical Chemists (AOAC) official analytical method for analyzing methylxanthines in cocoa-based food 

products. Theobromine and caffeine contents could be obtained by 12 reverse-phase HPLC. The AOAC 

method’s degree of accuracy and precision was not reliable, especially for caffeine. In this study, the AOAC 

analytical method only showed recoveries of theobromine and caffeine to be 89.3 and 74.5%, respectively. The 

authors successfully changed from an organic extraction to an aqueous extraction and analyzed the samples via 

reverse-phase HPLC to improve the recoveries of theobrominethe samples via reverse-phase HPLC to improve 

the recoveries of theobromine and caffeine to 99.6 and 103.4%, respectively (Caudle et al.,2001).  
 

 Zuoet al., (2002) analyzed various substances in several green, Oolong, black and pu-erh teas by 

HPLC. They used a methanol-acetate-water buffer gradient elution system and a C-18 column; detection utilized 

a photodiode array detector. After multiple extractions with aqueous methanol and acidic methanol solutions, 

four major catechins, gallic acid and caffeine could be simultaneously determined within 20 min. This improved 

the previous studies’ problem of catechins and caffeine remaining in tea residues after a single extraction. The 

results demonstrated that green teas contain higher amounts of catechins than Oolong, pu-erh, and black teas 

due to their fermentation processes reducing the levels of catechins significantly. An interesting finding was a 

lower caffeine content in Oolong teas, especially in Fujian Oolong tea (Zuoet al., 2002).  

 

 Horieet al., (1997) adapted capillary zone electrophoresis (CZE) in order to simultaneously determine 

the major compounds in green tea. Separation occurred in a fused-silica capillary column. The borax buffer was 

set at pH 8.0, and UV detection was at 200 nm. The major compounds in green tea were epicatechin, 

epigallocatechin, epicatechingallate, epigallocatechingallate, catechin, caffeine, theanine, and ascorbic acid. The 

authors found the concentration of each compound was significantly different among each tea sample. One 

interesting finding was relatively lower caffeine contents in canned tea drinks. The authors concluded CZE is 

more appropriate for analyzing the properties and contents of green tea than HPLC due to its shorter analysis 

time and ability to separate more compounds (Horieet al., 1997). Schulz et al., (1999) investigated the accuracy 

of rapidly predicting the amounts of polyphenol and alkaloid compounds in the leaves of green tea by a near-

infrared reflectance spectroscopic (NIRS) method. The pretreatment of the NIR spectra with weighted multiple 

scatter correction effectively eliminated interferences of scatter and improved the final calibration results. The 

results were compared with those from analysis by HPLC. The potential of this NIRS method is demonstrated 

by the high correlation between its prediction and HPLC values for caffeine and major catechins. The authors 

claimed that the NIRS method may be an alternative technique to HPLC due to its high degree of accuracy for 

prediction and analysis time of less than 1 min per measurement (Schulz et al., 1999). Farah et al., (2006) 

investigated the relationship between the Arabica coffee cup quality and the contents of sucrose, caffeine, 

trigonelline, and chlorogenic acids. The researchers applied reverse-phase HPLC analysis to determine each 

compound. Sucrose was analyzed by using 80% acetonitrile and 20% water as the mobile phase and a refractive 

index detector. For analyzing caffeine, the UV detector was set at 272 nm. The mobile phase was composed of 
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60% water and 40% methanol. The results demonstrated that the caffeine content was the highest in the highest 

quality sample and the lowest content was found in the poorest quality sample. However, trigonelline and 3,4-

dicaffeoylquinic acid gave a better indication of high quality coffee (Farah et al., 2006). Huck et al., (2005) 

compared the contents of caffeine, theobromine, and theophylline in 83 liquid coffee extracts determined by a 

NIRS method and HPLC coupled to mass spectrometry method. In the NIRS method, the spectra were recorded 

over a wave number range of 4008 to 9996 cm
-1 

with a resolution of 12 cm
-1 

in the reflectance mode. The 

authors obtained high robustness and reproducibility of the NIRS model for quantification of caffeine and 

theobromine. The lower limit of detection made it difficult for theophylline to fit the NIRS model and correctly 

be determined. Nevertheless, NIRS provides the coffee industry with an alternative method to quickly determine 

caffeine and theobromine (Huck et al., 2005).  
 

 Chen and Wang (2001) analyzed the level of artificial sweeteners (sodium saccharin, aspartame, 

acesulfame-K), preservatives (benzoic acid, sorbic acid), caffeine, theobromine, and theophylline in carbonated 

cola drinks, fruit juice drink, fermented milk drink, preserved fruit, and one pharmaceutical preparation by an 

ion exchange chromatography method. Analytes were separated using an anion-exchange analytical column 

maintained at 40°C and detected by wavelength-switching ultraviolet absorption. The detection limits ranged 

from 4-30 ng/mL for all analytes. The average recoveries for samples ranged from 85 to 104%. In addition, the 

data obtained from this method were in good agreement with those determined by reference HPLC procedures. 

Two carbonated cola drinks were found to contain around 36 mg caffeine/12 oz (Chen and Wang 2001). Chen et 

al.  (2006) investigated the feasibility of using near infrared (NIR) spectroscopy as a fast method which is non-

destructive and less time consuming thanother frequently used analytical methods for estimating the content of 

caffeine and total polyphenols in green tea. The calibration was performed by a partial least squares (PLS) 

algorithm. The result indicated that correlation coefficients of the prediction models were approximately 0.97 

for the caffeine and 0.93 for total polyphenols. This method’s potential to rapidly determine the caffeine and 

polyphenols of tea to control industrial processes has been proven by this study (Chen et al., 2006).  

 

 Yao et al. (2006) examined 20 leaf tea and 36 teabag samples obtained from Australian supermarkets. 

Each sample was prepared as a diluted tea solution, which was treated with lead acetate and hydrochloric acid 

solutions. After filtering and treating with a sulfuric acid solution, the measurement of caffeine was completed 

by using a UV/Visible spectrophotometer at 570 nm. The results showed that caffeine contents of black leaf tea 

and teabags were 3.89 and 3.87%, respectively. Similar results were found in the green leaf tea and teabags, 

3.71 and 3.83%, respectively. These contents are generally higher than that claimed by the manufacturers (i.e., < 

3%). This study revealed a need to establish quality control for both imported and Australian-made teas (Yao et 

al., 2006). Brunettoet al. (2007) developed a reversed-phase HPLC method with an on-line sample cleanup to 

determine theobromine, theophylline, and caffeine in cocoa samples. The cocoa samples were prepared by an 

on-line solid-phase extraction of analytes and loaded into a home-made dry-packed precolumn with ODS-C18 

in a column-switching system. The mobile phase consisted of 20% of methanol in water, under isocratic 

conditions, at a flow-rate of 1.4 mL/min. Chromatographic separation was performed on a NOVA-PAK C18 

column (150 mm x 3.9 mm, 4 μm). The procedure demonstrated a recovery of over 95% with coefficients of 

variation less than 3.2%. The precolumn proved its long average life span by showing no signs of deterioration 

after approximately 1000 injections of sample cocoa extracts (Brunettoet al., 2007).  
 

 Pura (2001) modified a HPLC method for determining caffeine and theobromine contents in aqueous 

cocoa extracts. Instead of directly injecting the extracts on the column, the improved method can successfully 

remove the interfering cocoa pigments by passing them through a Sep-pak C18 cartridge which was also used to 

separate the theobromine and caffeine. This method enhanced the efficiency of the column and prolonged its 

life. After this treatment, the recoveries of caffeine and theobromine were 98.0-100.1 and 97.8-100%, 

respectively. The modified method displayed good resolution and sharp peaks on chromatograms that favored 

correct determination of theobromine and caffeine (Pura, 2001). Thomas et al.  (2004) measured the contents of 

caffeine, theobromine, and theophylline in a food-matrix standard reference material (SRM) 2384, Baking 

Chocolate by a reverse-phase HPLC method. The stationary phase was composed of an inactive silica support to 

which C-18 was bonded. The mobile phase consisted of 10% acetronitrile90% water (pH acidified to 2.5 with 

acetic acid). The flow rate was at 1.5 mL/min and UV detection was at 274 nm. The results of each sample 

could be obtained within 15 min. The results showed the reproducibility for caffeine, theobromine, and 

theophylline determinations was 5.1, 2.3, and 1.9%, respectively. This method had a limit of determination for 

all analytes at levels less than 100 ng/mL or 0.1μg/mL. The measurements of caffeine, theobromine, and 

theophylline of SRM 2384  
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 BakingChocolate were comparable with those from National Institute of Standard and Technology 

(Thomas et al., 2004). Abourashed and Mossa (2004) applied HPTLC densitometric analysis to determine the 

level of caffeine in several herbal products and energy drinks. The HPTLC plates were made of pre-coated silica 

gel. The solvent system contained 85% ethyl acetate and 15% methanol. The wavelength for detecting caffeine 

was set at 275 nm. The proposed method had a mean recovery of 98.9 ± 3.5% with a coefficient of variation less 

than 5%. The caffeine ranges of herbal products and energy drinks in this study were found at 4.76-13.29% 

(w/w) and 0.011-0.032% (w/w), respectively. The HPTLC method demonstrated effective determination of 

caffeine for stimulant herbal products and carbonated energy drinks (Abourashed and Mossa 2004). Armenta et 

al. (2005) applied a solid-phase Fourier transform-Raman (SP-FT-Raman) spectrometry-based method to 

determine caffeine contents in commercial energy drinks. The caffeine content of each sample was obtained 

from setting Raman intensity between 573 and 542 cm
-1 

with a two points corrected baseline between 580 and 

540 cm
-1

. The limit of detection of SP-FT-Raman method was 18 μg/mL. The combination of FT-Raman and 

solid-phase increased the sensitivity of detecting caffeine by a factor of 31 times when compared with using 

direct Raman measurement alone. The results of caffeine contents obtained from SP-FT-Raman method and 

liquid chromatography (LC) found no significant differences between the two methods. The SP-FT-Raman 

method displayed higher sampling frequency than the LC method. However, the LC method had a lower 

detection limit (0.05 μg/mL). The reduced reagent consumption and waste generation are also benefits of this 

method as compared to the LC method (Armenta et al., 2005).  
 

 Lucenaet al. (2005) manipulated a continuous flow auto analyzer for sequential determination of total 

sugars, class IV caramel and caffeine contents in 20 different soft drink samples. This apparatus consisted of on-

line coupling of a continuous solid-phase extraction unit and two detectors which were UV-visible and 

evaporative light scattering (ELSD) detectors. The caffeine has the property of being retained on the sorbent 

column and other compounds can be preferentially determined due to their low affinity to the sorbent column. 

The caffeine can be detected later by the ELSD after it has been eluted with acetonitrile and the signal registered 

in the ELSD. In order to evaluate the performance of this analyzer, the authors carried out a recovery test. The 

results ranged from 90 to 102%. Unspecified colas were found to contain caffeine ranging from 14.9 mg/12 oz 

to 49.7 mg/12 oz (Lucenaet al., 2005). Walker et al. (1997) utilized capillary electrophoresis (CE) to 

simultaneously analyze the aspartame, benzoic acid, and caffeine contents of carbonated beverages in 2 min 

with 20 mM glycine buffer at pH 9.0 and detection at 215 nm. Good reproducibility for both peak area and 

migration times were observed (2.0-3.8% and 0.13-0.37%, respectively). The spiked recovery of the analytes 

ranged from 98 to 114%. The results of soft drinks samples in this study were comparable with those data 

evaluated by HPLC, but slightly higher in some cases using CE. The main advantages of CE over HPLC are 

relatively simpler operation, lower cost, no organic mobile solvents, and a shorter analysis time (Walker et al., 

1997). 
 

Types of drinks :Non-alcoholic soft drink beverage can be divided into fruit drinks and soft drinks. Soft drinks 

can be divided into carbonated and non-carbonated drinks. Examples of carbonated drinks are Cola, lemon and 

oranges and non-carbonated drinks include mango drinks. Soft drinks can also be divided into cola products and 

non-cola products. Cola products like Pepsi, Coca-Cola, Thumps Up, and Diet Coke, Diet Pepsi etc. account for 

nearly 61-62% of the total soft drinks market. Non-Cola products constitute 36%, and based on the types of 

flavors available can be divided into Orange, Cloudy Lime, Clear Lime and Mango (India Infoline Sector 

Report, 2002).Below are highlight of some work which employed the various methods in analyzing the level of 

caffeine from different beverages.In this review, I will attempt to go in details into some of the experiments 

carried out in determining caffeine content and also publishing of some of their results as shown below; 

 

The quantitative determination of caffeine in beverages and soft drinks using UV wavelength 

spectroscopy 

JENWAY, producersof instrumentations for Chemistry related practical, sampled five beverages and soft drink. 

Samples were chosen they include instant coffee (Nescafe), brewed tea (PG Pyramid Tea Bags), Coca Cola, 

Pepsi Cola and Red Bull. The analysis is performed on a Jenway 7305 spectrophotometer controlled using the 

free-of charge PC software, supplied with each model in the 73 series. The software allows the user to emulate 

all measurement tasks normally performed on the instrument with the additional benefit of allowing data to be 

seamlessly transferred to external Microsoft office applications. TheReagents used are 

Caffeine,Dichloromethane and Purified water 
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Standard Preparation: A 1000 ppm stock standard of caffeine was prepared by dissolving 198.2mg of caffeine 

in 200.0ml purified water. Working standards were prepared by pipetting 25, 12.5, 10, 7.5, 5 and 2.5ml aliquots 

of the stock standard solution into separate 50.0ml volumetric flasks and diluting to volume with purified water. 

Sample Preparation: 200ml aliquots of boiling purified water was added to each of two 250ml beakers 

containing 2g of instant coffee and a single PG pyramid tea bag (3.2g of dried tea leaves) respectively. The 

coffee and tea preparations were stirred for 30 seconds using a magnetic stirrer (500rpm) and allowed to cool to 

room temperature.  

 

Caffeine Extraction Procedure:A 50ml aliquot was taken from each working standard or sample solution. This 

aliquot was placed into a separating funnel and 25ml of dichloromethane was added. The caffeine was extracted 

by inverting the funnel at least three times, venting the funnel after each inversion. The dichloromethane layer 

was removed to a clean flask and the extraction procedure was repeated twice more and the solvent layers 

combined. 

 

Sample Measurement: Aliquots of the extracted standards were placed into quartz cuvettes (part code 035 028) 

and analysed using a 7305 spectrophotometer. The Photometrics mode was accessed by selecting the 

Photometrics icon from the main menu screen in the PC software and measurements were performed according 

to the procedure described in the instrument and PC software operating manuals. Microsoft Excel was used to 

tabulate the measurement data and perform a linear regression analysis. This allowed a concentration factor to 

be calculated which was then input into the settings in the Concentration mode of the 7305 PC software. The 

concentration mode was then used to quantify the caffeine concentration of the sample solutions with 

measurements performed against a dichloromethane blank. 

 

III. RESULT 
 The absorbance values of the six working standard solutions were measured; 

A linear regression of absorbance versus standard concentration, forced through the origin, gave equation 1. 

 y = 0.0181x…………… [1] 

A linear regression of concentration vs absorbance allowed the factor of 55.358, included in equation 2, to be 

determined. 

Equation 2 was then used to calculate the concentration of caffeine in the extracted sample solution, from the 

solutions measured absorbance value.                               

Conc (ppm) = 55.358 x Abs…………… [2] 

The final caffeine content of the beverage under test is then calculated from the extracted sample solution’s 

concentration using equation 3. Dividing this value by the volume of the drink gives the caffeine content per ml. 

 

 Caffeine content mg = Conc (ppm) x (Total Sample Vol [ml])
2 

                                                            (Measured Sample Vol[ml] ) x 1000  ……….[3] 

 

 Of the five samples tested the sample of Red Bull had the highest total volume per ml content of 

caffeine. When ranking the drinks in terms of caffeine content per serving the order was Red Bull ⇒ Pepsi Cola 

⇒ Instant Coffee ⇒ Coca Cola ⇒ PG Tea. Instant coffee and PG Tea rise from third and fifth places to second 

and third respectively when the drinks are ranked in order of the caffeine content per ml. 

 

IV. CONCLUSIONS 
 When the results obtained in this application note are compared to data published in previous reports, 

or by the drinks manufacturer, it can be seen that the results obtained using the 7305 spectrophotometer are 

broadly in line with expectations with the exception of the two cola drink samples. The higher than expected 

values obtained for the cola drink samples may be the result ofadditional compounds, that absorb light at 

thewavelength used in this application note, beingextracted into the dichloromethane samplesolution. The 

resulting solution would give ahigher than expected absorbance reading andcalculated caffeine content. 

Alternativeextraction procedures could be investigated tosee of the interfering compounds could beexcluded 

from the extraction solution.Also using UV spectrophotometric procedures Ahmad H, et al 2005 determined the 

content levels of some food additives in 29 different beverage samples commercially available in Riyadh local 

markets. These analytical measurements were undertaken primarily to assess the compliance of content levels of 

the investigated food additives and their daily intake doses with the permissible levels. They observed that the 

results obtained from this study indicated that the average quantity level of caffeine in the analyzed beverages is 

18.99 ppm. 

 In addition, the concentrations of these food additives have been converted into the daily intake doses 

based on beverages consumption. It was estimated that the mean daily intakes of aspartame, caffeine and 
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sodium benzoate by the adult population of Riyadh city through the consumption of the analyzed beverages 

were 92.5 mg, 6.3 mg and 6.46 mg, respectively. None of the analyzed beverage samples was found to violate 

the current legal limits practiced in the Saudi food regulations.In order to establish the spectrophotometric 

determination of caffeine, they studied thewavelength within the interval 220–320 nm using a 3.88 ppm caffeine 

standard solution. The obtained results gave an absorption spectrum, which was characterized by a single 

intensive absorption band located in the UV range at λmax = 276nm. 

 

It was observed that as the concentration of caffeine was varied over the range from 2.5 ×10
-6

 to 3.6 ×10
-4

mol l
-1

 

(0.5-70 ppm), it was accompanied by a proportionalenhancement in the monitored absorption intensity over 

such wide concentration range. 

The calibration equation was calculated by least-squares method from nine measurements and it has the form:  

 

A = -0.032 + 1.01 ×10
4
 C (mol l

-1
) r = 0.999, n = 9 

 

In addition, the analytical utility of the employed quantitative method was also investigated in similar manner to 

that previously discussed for the spectrometric analysis of aspartame artificial sweetener. The recovery of the 

used procedure, which reflects the accuracy of the analytical method, was evaluated by analyzing caffeine-free 

drink sample spiked with 9.7 ppm caffeine. The mean recovery of five measurements obtained by standard 

addition approach was found to be 97.66% with standard deviation of ±0.3%. The mean of the obtained results 

was found to be not significantly different from the value of added caffeine concentration, since the calculated t-

test value (2.6) was less than the tabulated t-test value (4.6) at 99% confidence level. The analytical precision of 

the spectrophotometric method was assessed from the reproducibility of 10 determinations of 10 ppm caffeine 

solution and a relative standard deviation of 0.1 RSD% was calculated. 

 

Practical determination of the studied food additive in commercial drink samples :Different kinds of 

beverages brands, including regular and diet cola, carbonated refreshment drinks, beverages with added fruit 

juices, energy drinks and preservatives free canned fruit juices were purchased from different local supermarkets 

and 29 samples were analyzed in quintuplicate (n = 5) using the indicated spectrophotometric method. Once 

sample bottles were open, the drinks were degassed, homogenized andfiltered. In all cases, five aliquots of each 

drink sample were placed in the spectrophotometric cell after adequate dilution. In order to reduce the 

interference effectparticularly that expected with fruit juices, all analytical determinations were carried outby the 

standard addition approach. 

 

 They discovered that the concentrations of caffeine food additive (flavor enhancer) in what so called 

energy drinks collected from local supermarkets are noticeably higher than their counterpart concentration levels 

in the refreshment soft drinks. The calculated analytical results in Table 3 and Table 4 demonstrate the caffeine 

content levels in energy drinks and carbonated soft drinks, respectively. The caffeine contents in energy drink 

samples ranged from 22.64 ppm to 34.96 ppm. The minimum caffeine content level was observed in Drink 4 

sample, while Drink 2 sample showed the highest caffeine content. The mean of caffeine quantity in the 

analyzed energy drinks was found to be in the level of 28.23 ppm. However, the analyzed carbonated soft drink 

samples contained much lower caffeine contents since its mean concentration level of 9.76 ppm is virtually one 

third the average caffeine content observed in energy drinks. The analyzed samples in the carbonated soft drink 

group showed caffeine content in the range of 2.8 - 12.76 ppm. 

 

Table 1. Caffeine content levels in the carbonated soft drink 

 

Soft drinks Caffeine content ( ppm) Daily intakes (mg) 

Regular Cola 1 8.58 ± 0.04 3.25 

Regular Cola 2 11.89 ±0.07 4.5 

Regular Cola 3 8.84±0.02 3.38 

Regular Cola 4 2.84±0.02 1.07 

Diet Cola 1 12.76±0.03 4.79 

Diet Cola 2 11.77±0.08 4.41 

Lemon Cola 11 62±0.07 4.38 

 

All over the world, the caffeine contents in soft drinks varies according to the type of the brand, yet its average 

content in soft drinks is approximately 18 mg per six ounce      (i.e. 100 ppm) (Barone and Roberts, 1984.). In 

fact, the US Food and Drug administration (FDA) limits the maximum caffeine amount in carbonated beverages 

to 6 mg/oz (72 mg/355 ml). Therefore, caffeine content level allowed in soft drinks is up      to 200 ppm. 
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Clearly, the caffeine mean content level in the analyzed beverage samples manufactured and marketed in 

Riyadh city, is well below the above food industry guidelines. 

 

Quantitative Determination of Caffeine and Alcohol in Energy Drinks and the Potential to Produce 

Positive Transdermal Alcohol Concentrations in Human Subjects 

 According to the Journal of Analytical Toxicology, Vol. 33, January/February 2009 Quantitative 

analysis of caffeine was performed by gas chromatography–mass spectrometry (GC–MS) using an Agilent 5975 

MSD based upon a previously published procedure by “S. Kerrigan and T. Lindsey. Fatal caffeine overdose: 

two case reports.Forensic Sci. Int. 153(1): 67–69 (2005)”.  Briefly, energy drinks were diluted 1:100 with 

100mM pH 6.0 phosphate buffer prior to analysis. Energy drinks, calibrators and controls (1 mL) were fortified 

with 50 μL 0.1 mg/mL caffeine-d10 in methanol. Because of the large dilution of energy drinks (1:100), 

calibrators and controls were prepared directly in phosphate buffer. A methanolic working standard was used to 

prepare caffeine calibrators in the range 1–10 mg/L (0.001–0.010 mg/mL). Samples were transferred to SPE 

columns and drawn through the column under vacuum. Columns were then successively rinsed using 1 mL 

deionized water, 1 mL acetic acid (1 M) and dried under full vacuum for 5 min. Ethyl acetate (1 mL) was added 

to the column and the eluate collected. Columns were rinsed once again using methanol (1 mL). A secondeluent 

consisting of ethyl acetate with 2% concentrated ammonium hydroxide (1 mL) was added and the eluate 

collected. The two fractions were combined, evaporated to dryness under nitrogen at room temperature, and 

reconstituted in 25 μL of ethyl acetate. 

 

 Samples were analyzed by GC–MS using an Agilent 6890 GC with a 5975 MSD. The injector and 

interface were set at 250 and 280°C, respectively. Separation of components in each 2-μL injection was 

achieved using a 30-m DB-5 capillary column.Injections were made in split mode with a 10:1 split ratio. 

Following an initial oven temperature of 160°C and hold time of 0.5 min, the temperature was increased             

at 30°C/min to 290°C. The final hold time was 7.17 min, and the total run time was 12 min. Helium was used as 

the carrier gas at a flow rate of 1.3 mL/min. Caffeine (m/z 204, 115, 70) was used as the internal standard for the 

quantitative determination of caffeine (m/z 194, 109, 67). Acquisition was in selected ion monitoring mode, and 

quantitation ions are shown in bold. The limit of quantitation (LOQ), defined as the concentration of caffeine 

that produced a signal-to-noise ratio of at least 10:1 with a calculated concentration within 20% of the expected 

value, was < 1 mg/L. The linear range of the assay was 1–25 mg/L, accuracy was 102%, and intra-assay CV was 

< 3% (n =2) at 1 mg/L. 

 

 Linear regression analysis of calibrators in the range 0–10 mg/L yielded an R2 value    of 1.000 and the 

control sample fortified with 1.0 mg/L caffeine produced a calculated concentration of 1.02 mg/L (102%). 

Quantitative caffeine determinations in diluted samples yielded concentrations ranging from 2.74 to 5.31 mg/L. 

These correspond with caffeine doses of 65–126 mg per 8-oz serving. In another study where caffeine content of 

energy drinks was quantitatively determined, doses of 33–77 mg were reported per 8-oz serving (16). Although 

caffeine content in the beverages tested in this study were considerably higher (65–126 mg) for equivalent 

serving sizes, results for the one energy drink (Red Bull) that was included in both studies were in excellent 

agreement: 67 mg and 69 mg, respectively. Caffeine (1,3,7-trimethylxanthine, guaranine) is a plant-derived 

alkaloid and psycho stimulant that is present in tea leaves, coffee, cocoa beans, and kola nuts. Individuals may 

be exposed to caffeine via beverages, food, over-the-counter drugs, prescription drugs, dietary supplements, and 

cosmetic treatments. An average cup of coffee is reported to contain 100 mg caffeine, although much higher 

doses have been reported, particularly among specialty coffees (17). Caffeine is also available in numerous 

dietary supplements, over-the-counter drugs, and in prescription drug mixtures at doses ranging from 32 to 200 

mg (18). A dose of 50–200 mg is generally consistent with mild stimulation. 

Ken-Hong, (2005) analyzed the caffeine content of 56 types of national and 75 types of store brand carbonated 

beverages. The caffeine determination was accomplished by utilizing high performance liquid chromatography 

(HPLC) equipped with a UV/Visible detector. The mobile phase consisted of 20%:80% (v/v) acetonitrile and 

deionized water. The chromatographic separation occurred on two C-18 columns. Each beverage sample was 

diluted 3-fold with deionized water. Duplicate analyses of multiple lots were performed on all beverage 

samples. 

 

 

 

Chemicals and reagents  

 Anhydrous caffeine used for preparation of the standard solutions was purchased from Sigma (St. 

Louis, MO, USA). The acetonitrile for the mobile phase was HPLC grade (Fisher Scientific, Pittsburgh, PA, 
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USA). Deionized water was obtained from a water purification system. Sodium phosphate monobasic and 

HPLC-   grade 85% phosphoric acid was obtained from Fisher Scientific (Pittsburgh, PA, USA).  

 

Preparation of standard solution  

 Caffeine (about 25 mg) was weighed with an electric balance and transferred into a 250 mL volumetric 

flask. Deionized water was added to get a 250 mL bulk standard solution. Sonication was applied to completely 

dissolve the caffeine. One vial was filled and labeled with the bulk standard. The 2nd, 3rd, and 4th vials were 

obtained through consecutive 2-fold dilution with deionized water by pipetting (Precision Pipette, Atlanta, GA, 

USA). A second bulk solution was prepared using about 15 mg caffeine/250 mL water. The second bulk was 

diluted in the same manner as described above. The eight standard solutions were stored at 4°C in the 

refrigerator. These eight standard solutions were analyzed during each day’s analysis to prepare the appropriate 

standard curve. 

 

Preparation of mobile phase  

 Volumetric flasks were used to measure 250 mL of acetonitrile and 1000 mL of deionized water to 

achieve 20 % acetonitrile concentration (v/v). Sodium phosphate monobasic (1 g) was dissolved into the 

solution. The purpose of adding sodium phosphate monobasic was to increase the mobile phase’s resistance to 

pH change. Phosphoric acid was added to acidify the solution to pH 3. The solution was vacuum filtered 

through a 0.45μm nylon filter. The solution was poured into a storage bottle and degassed by sonication.  

 

Samples and sample preparation  

 The national-brand prepackaged (e.g., cans, bottles) carbonated beverages were collected across the 

southeastern United States. The samples were stored at room temperature until analysis. The store-brand 

beverages were acquired from Bruno’s, Food Lion, Dollar General, IGA, Winn-Dixie, Kroger, Ingle’s, Piggy 

Wiggly, Publix, Save-a-lot, 7-Eleven, Rite-Aid, Walgreens, Supervalu, and Wal-Mart. The cola, citrus, and 

pepper-type carbonated beverages as well as their diet varieties were analyzed in the present study. Average 

caffeine contents of each carbonated beverage were determined from a minimum of two different lots. The 

beverages analyzed in this study were purchased from June 2005 to July 2006.  

Each beverage (50 mL) was poured into an Erlenmeyer flask and degassed in a sonicator. Each sample was 

diluted 3-fold with deionized water (1 mL sample + 2 mL water). Duplicate dilutions were performed on all 

samples. An aliquot of these diluted samples was injected into the HPLC system to quantitate the caffeine 

concentration. 

 

Apparatus  

 The caffeine content was determined by isocratic reverse-phase high performance liquid 

chromatography (HPLC) equipped with a UV/Visible detector adapted from that used by Grand and Bell 

(1997). The injector with a 20 μL loop introduced a known sample volume into the system. The 

chromatographic separation occurred on a  Prodigy 150-mm x 4.6-mm C-18 column (Phenomenex, Torrance, 

CA, USA) in series with a Novapak C-18 150-mm x 3.9-mm C-18 column (Water, Eatontown, NJ, USA). The 

mobile phase consisted of 20%:80% (v/v) acetonitrile and deionized water, acidified to pH 3 with phosphoric 

acid. The combination of these two analytical columns was designed to eliminate the interference of caffeine 

separation caused by other components in some samples, such as colors, artificial sweeteners, flavors, and 

preservatives. The wavelength of detection was set at 254 nm and flow rate was set     at 1 mL/min. Caffeine 

eluted around 4.1 min. Data were recorded by a Hewlett Packard HP3395 integrator (Palo Alto, CA, USA). 

Sample chromatograms for Diet Coke and Dr. Pepper are shown in Figure 3.1 and 3.2, respectively.  

 

Test for HPLC recovery and variability  

 Specific amounts (12.6 mg and 43.1 mg) of caffeine were measured and put into different 250 mL 

volumetric flasks. Degassed caffeine-free diet coke (250 mL) was added to each volumetric flask to obtain two 

spiked samples. A 1 mL aliquot of the first spiked sample was transferred to 5 vials and diluted 3-fold with 

deionized water. The same method was used to treat the second spiked sample to obtain another 5 diluted 

solutions. Samples were analyzed using the HPLC method described previously; using the standard 
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Figure showing Chromatogram of Diet Coke HPLC analysis by two C-18 columns 

using 20%/80% (v/v) acetonitrile and deionized water as mobile phase. 

 

 
Figure showing Chromatogram of Dr. Pepper HPLC analysis by two C-18 columns using 20%/80% (v/v) 

acetonitrile and deionized water as mobile phase 
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calibration curve, the concentration of each sample was calculated. The coefficients of variation were 

determined from the standard deviation of the measurements divided by the sample’s average. The percent 

recovery was calculated by the average of the measurements divided by the original concentration. The percent 

recovery and coefficients of variation were 96.7 to 100.8 % and 0.6%, respectively for this analytical method. 

These values are similar to that found by Grand and Bell (1997).  

 

V. DATA ANALYSIS 
 The caffeine contents of the samples were calculated using the peak areas reported by the integrator 

and the standard curve. The caffeine content per 12 oz can was calculated. Every type of beverage had duplicate 

measurements per lot, which were averaged to give the mean caffeine content for the lot. Data from these 

duplicate dilutions were typically found to vary by less than two percent. The caffeine contents for the various 

lots were then averaged to give the mean caffeine content for the beverages.Within the national brand beverage 

category, the lowest caffeine content was determined to be in Ritz Cola, which contained 10 mg caffeine per 12 

oz. The highest caffeine values of the national brand beverages were observed among Vault Citrus, Vault Zero, 

and Diet SunDrop at 70-74 mg caffeine per 12 oz. There is approximately a 6-fold difference between the 

highest and lowest caffeine values within national brand beverages. Most colas and pepper-type products 

contained around 40 mg caffeine per 12 oz. A more robust extent of quality control appeared to exist in the 

national brand carbonated beverages as demonstrated by less lot to lot variability. Within the store brand 

beverage category, the IGA Cola contained the lowest caffeine value (5 mg per 12 oz). The highest caffeine 

contents (around 60 mg per 12 oz) were found in Big Fizz Cola and Dr. IGA. The caffeine contents within 

beverage types were quite disperse for the store brand beverages. In addition, variability between lots was 

greater than for the national brand beverages. The caffeine data of the current study may be used as a more 

extensive database to replace that removed from the American Beverage Association website and improve the 

vague classification of beverages by the USDA. The caffeine data determined in the present study suggests that 

consumers concerned about limiting daily caffeine ingestion from carbonated beverages may select the lower 

caffeine-containing store brand beverages. Consumers desiring caffeine may likewise select from the higher 

caffeineproducts. However, broad generalizations about the caffeine contents of carbonated beverages are 

difficult to make. The varied contents should be either accounted for in databases or caffeine values placed on 

food labels so consumers can be better informed. 

Mei Musa et al., (2012) in his study of determining caffeine in some Sudanese beverages by high performance 

liquid chromatography validate simple revered-phase HPLC. 

 

VI. MATERIALS AND METHODS 
Experimental: All reagents used in this study were of analytical or HPLC grade and all solutions were prepared 

by using distilled water. 

 

Standard solution preparation: Caffeine stock standard solution of 1000 ppm was prepared by dissolving 

0.1000 gram of caffeine standard (Sigma- Aldrich) in 80 mL distilled water and sonicated for 10 min. Then 

solution was transferred to 100 mL volumetric flask and the volume was completed to mark by distilled water. 

The stock solution was stored in dark places at +4°C. Working standard solutions were prepared by suitable 

dilution for stock solution and they were prepared freshly. 

 

Sample preparation: Different kinds of beverages brands including regular and diet cola, energy drinks, tea 

and coffee were purchased from different local supermarkets and 15 samples were analyzed using the HPLC 

method. All measurements were performed in triplicate were opened, the drinks were degassed by sonication, 

homogenized and filtered. Then each sample was filtered through a 0.45 μm syringe filter with a 5 mL syringe. 

Filtered drink sample of 2 mL were 5 times diluted in distilled water. 20 μl of each diluted sample was injected 

into the HPLC column. The relative peak areas were determined for three replicates of each dilute sample. Then 

the concentration of each dilute sample and finally the concentration of caffeine in soft drinks samples were 

calculated from calibration curve. One sample of Pepsi cola, Coca cola, energy drink (Red Bull) was spiked 

with 20 ppm caffeine standard for recovery determination. 

 

Tea and coffee samples preparation: 2.00 g of tea and coffee samples were weighed and put into 250 mL 

beakers.100 mL of boiling distilled water was added and let to stand for five minutes with stirring, the solution 

was cooled and filtered into conical flasks. 5 mL of the filtrate were pipetted into clean 50 mL volumetric flasks 
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and made to the mark with the distilled water. The samples were filtered through 0.45 μm syringe filter and run 

in the HPLC system according to experimental conditions. 

Tea and coffee samples were spiked with 20 ppm caffeine standard for recovery determination. 

Instrumentation: The HPLC system used in this study was isocratic Waters HPLC, which consisted of a model 

1515 isocratic pump, vacuum degasser and 2996 PDA detector (USA). The injector was a model 7725i 

Rheodyne injector with injection loop 20 μL. The analytical column used was Shim-pack VP-ODS with internal 

diameter 4.6 mm and length 250 mm (Shimadzu Corporation, Kyoto, Japan). All chromatographic results were 

acquired and processed by Empower software (Waters Corporation). 

 

VII. METHOD VALIDATION 
Precision: The analytical precision of the method was assessed from the reproducibility of 6 determinations 

of40 ppm caffeine solution and a relative standard deviation of 1.25% was calculated for peak area. 

The retention time of caffeine was 7,347 min, with a relative standard deviation RSD = 0.5% therefore, 

instandard solutions, the HPLC method provides stable retention times. 

 

Detection and quantification limits: Table 2 summarizes the method detection limit (MDL) andMethod 

Quantification Limit (MQL). MDL was estimated as Standard Deviation (SD) of the peak area of 

seveninjections multiplied by 3.14 (at n = 7). MQL was calculated by multiplying SD by 10 (Dionex, 2007). 

 

Linearity: The calibration graph was generated using 20μl injection loop. Six different concentrations of 

caffeinefrom 10 ppm to 100 ppm were analyzed according to experimental conditions. Then the calibration 

curve wasestablished according to the obtained response (peak area) and the concentrations of caffeine in 

standardsolutions. The results show a good linear relationship. 

 

Rachel et al. while studying the caffeine content o specialty of coffees using samples of Starbucks Breakfast 

Blend purchased over the course of six consecutive days from Starbuck shop in Gainesville, FL, used a method 

that can also be used in determining caffeine content in carbonated drinks. The caffeine was extracted from 

coffee using a liquid-liquid extraction procedure. To 0.1 mL of coffee, 10Ul of mepivacaine and 10uL of 10M 

of NaOH was added. All samples were vortex mixed for 5s, and 4.0mL of chloroform (Fischer, certified ACS) 

was added. All samples were place on a rotator for 15 min and then centrifuged for 10 min 3000rpm. The 

organic layer was then transferred to auto sampler vials, and analysed by gas chromatography (GC). 

1.0mg/Ml caffeine (Alltech-Applied science labs) stock standard solution was prepared in methanol (Fischer 

Scientific, certified ACS). Caffeine stock control solution were prepared in methanol from two separate sources 

(Alltech-Applied Science Labs and Sigma-Aldrich Company), both at concentrations of 1.0mg/mL. A 1.0-

mg/mL solution of mepivacaine was prepared in methanol for use as an internal standard.Quantization of 

caffeine was based on a calibration curve prepared in a concentration range of 50-500mg/L with mepivacaine as 

the internal standard. Control samples, prepared at concentrations of 75 and 250mg/L (three each), were 

included in each batch.An Agilent 6890 series GC system with nitrogen-phosphorus detector was utilized. The 

GC was fitted with a cross-linked methyl siloxane capillary column (HP-5, 30m x 0.32-mm i.d.,0.25-mm film 

thickness) with ultra-high-purity helium as the carrier gas (constant flow rate, 1.0mL/min). Injections (0.5mL) 

were made in the splitless mode. The GC temperature settings were as follows: injection port, 250
o 

C; detector, 

300
o 
C; initial column temperature, 90

o
 C; hold time, 0.50 min. The total run time was 11.70 min. 

 

VIII. CONCLUSION 
 The validated HPLC method for the quantification caffeine in beverages was found to be simple, 

precise, sensitive and accurate and allowed the obtaining of good results. In spite of the number of drink 

samples analyzed is small, the data presented in this study gave a preliminarily outline about the content levels 

in tea, coffee, soft and energy beverages frequently.Shim-pack VP-ODS column was used with methanol: water 

(30:70)% (v/v) eluent. The detector wavelength was set at 270 nm. Linearity of the method was check from 10-

100 ppm and the correlation coefficient was 0.9999. The method detection limit was 0.023 ppm and the 

precision was 1.25% at 40 ppm caffeine concentration. The spiked recoveries for caffeine were 99%, 105%, 

99.2%, 102% and 102% in Pepsi Cola, Coca Cola, Red Bull, Gazaltain black tea and Coffee samples 

respectively. The caffeine contents in tea samples ranged from 440 ppm to 473 ppm with average concentration 

of 458.6 ppm. The caffeine concentrations in energy drinks samples ranged from 170.6 ppm to 324 ppm with 

average concentration of 255.6 ppm. The coffee sample contains 252.4 ppm. The carbonated soft drinks showed 

caffeine content in the range of 32.4 ppm to 133.3 ppm with average concentration of 96 ppm. In addition, the 

concentrations of caffeine have been converted into the daily intake doses based on beveragesconsumption. The 

mean values of caffeine daily intakes were 183 mg, 101 mg, 64 mg and 38 mg throughthe ingestion of tea, 

coffee, energy drinks and soft drinks, respectively. 
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Abstract: Technology developments ratify web based Geographical Information System (GIS) for further 

developments especially in the developing countries. However, the progress of technology made the consumers 

to expect the corresponding progression in the field of GIS too. Perhaps GIS recently developed further and 

allows visual tours over 3D models in numerous places, while these models are barely available in the 

developing countries, due to the lack of data, techniques and professionals. 

One of the popular applications for GIS data demonstration is World Wide Web (www), which presenting 

spatial and Geo-data for period of time statically and dynamically. However, this study aims to increase the 

numbers of three dimensional models on the web for more GIS virtual tours in the developing countries where 

they suffer from lack and inadequacy of data quality. Nevertheless, this can be done by intriguing simple and 

poor quality data through different process of enhancement by applies different methods, techniques and tools to 

enhance and enrich the data to the level that can be uses in GIS application and 3D model production, therefore 

this study provide the stage of data improvements and 3D model production from a poor quality data. 

3D data means the data with three dimensions that facilitates 3D model production using the third dimension. 

Although 3D model can built with three dimensional data, but building 3D model for GIS especially for the web 

virtual tour requires other attributes such as location reference, as it require the model to be build on the correct 

location. Consequently, the aim of this paper is to deliberate the opportunities for rising 3D model from limited 

data and resources, also this study over comes all the issues with the adequate data for this purpose. 

 

Keywords:- Spatial Data, 3D Model, Web based GIS, SketchUp, Geo-referencing, AutoCAD, ArcGIS, Google 

SketchUp and GIS, Limited GIS data and 3D modeling. 

 

I. INTRODUCTION 
The term GIS frequently applied to geographically oriented computer technology [1]. The benefits of 

GIS and its progresses increasing significantly in numerous fields to improve and develop public and private 

sectors [2] such as: urbanization, regional planning, cartography, tourism sector, environmental conservation 

and utilities [3]. However, GIS benefits come from integration of hardware, software and data for capturing, 

managing, analyzing, displaying, understanding, interpreting, and visualizing of information [4]. Although there 

are, many applications using GIS technology, but the users of GIS are also increasing significantly, since its 

growths and improvements touched a considerable level in approving GIS futures and it influence in many 

countries [5]. One of the GIS futures is 3D presentation, that is attracting many users since it has established, as 

it is presenting data in a ways, which have virtual depth, height, and width, similar to x, y and z-axes [6], this 

development can scale according to user’s preference and desires. 3D data also have capability to rotate, zoom 

and represent multiple uninterrupted views, regardless of their attributes, beside they have ability to show and 

manipulate spatial relationships and support users to envisage an object in the way that is close to its real 

looking in reality [7]. Despite the fact GIS is a powerful tool, however the growth of Internet also created 

superior infrastructure to widespread distribution and dissemination [8], alongside to software developments 

which also helped GIS development further, these developments made it easy to integrate and create 3D model 

on the web application too. However, the image below showing the competences of 3D features in GIS that is 

combining different file formats [9] to achieve a particular work and make a use of different futures accurately. 
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Image No.1: 3D-GIS in the Cloud supported data sources and clients [12] 

 

GIS technology relies significantly on data from different kinds to create 3D models, analysis and other 

form of location-based techniques. However, spatial data is one of the vital kinds of data to GIS, as they are 

easier to deployments and require less process for conversion, whereas the study area suffers from the lack of 

quality data and limitation of skills in developing GIS and it futures in the region that is also the case in many 

other developing countries. Therefore poor quality data affects the decision-making, developing, enhance of 

technology and often expensive to fix. The way 3D using GIS, also depending a great emphasis on data quality, 

as quality is paramount when using GIS especially 3D [10]. 

Developing countries suffers from lack, limitation and shortage of GIS data, it is important to mention the key 

answers to many problems in the developing countries often inhibited by lack of access and availability to 

relevant data, or to the data quality [11]. Consequently, this study looks into data enhancements, through 

combination of data, different procedures and tools to promote the best ways to enhance limited and poor data. 

 

II. CHALLENGES 

In the field of GIS, the system to handles 3D map or model within web environment is scarcely 

available, since it requires advance browser and applications for that purpose. Hence this study intends to build a 

3D model that is compatible and ready to demonstrate on web interface or web map from a limited and poor 

quality data. This is only achieved if developer manages to improve and enhance the data quality by enrich the 

data thorough adding more attributes. Consequently the challenge covers: conversion, methods, techniques and 

tool for the enhancement of insufficient data, and eventually converts the limited and the inadequate data to 

reach facilitation of 3D model production for GIS and web map. 

 

III. STUDY AREA 
Department of Computer Science in University of Sulaimani/New Campus. It is located in the city of 

Sulaimani which is one of the Kurdistan Region of Iraq cities. This city situated in the northeastern tip of the 

country, and the city is known as a cultural capital of Kurdistan Region [13]. This campus initiated in 2006 that 

built on 1,000,000sqm land, located on the coordination of 35.575053 Latitude, and 45.362978 Longitude [14]. 

 
Image No.3: Research Area: Location of University of Sulaimani, New Campus according to the city Districts, 
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Image No.2: University of Sulaimani, New Campus Location [15] 

 

IV. MATERIALS 
The materials for this study came from different sources and quality: 

1. Buildings floor plans for the entire university are AutoCAD files (.dwg) formats, created by 

Construction Company. This file contains the entire campus drawing in 2D. with no elevation and 

referencing. 

2. City master plan and city satellite images are another source of materials, they contains city districts, 

roads, administrative areas. These data provided by the city Principality, these data are includes 

reference and coordination, which can be used for geo-referencing purpose. 

3. Building actual photo, to complete the 3D model, someone requires taking the actual photographs of 

the building, from different points to assist the 3D model creation. 

4. Height measurements of the building must be taken manually, if the wall drawing is not available, or it 

must come from other sources. 

5. 3D model production software, which is Google Sketch Up. 

 

Methodology and Design: [Data Enhancements, Design and 3D Model creation]: 

Combination of tools and techniques used throughout this study to produce the demanding work. The 

key information are the AutoCAD and the Shape file data, however there are other source of data and 

information used during this study, such as JPEG Image, building height data and satellite images. This study 

tries to integrate different platform together (Mash-up) in order to improve data quality and produce better 

results. 

Usually in the developing country data can be  in any quality and formats or unorganized, Hence,  it is 

important to know that different types of data require different techniques and tools for enhancements and 

developments, and this study focus on integration of multi-platform for 3D production, referencing and data 

enhancements due to the variety of data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Image No 4: AutoCAD Drawing for the study area 
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One of the main issues with the AutoCAD data in this study is lack of reference. Perhaps it is one of the 

drawbacks of the existing AutoCAD data, therefore this will be the first challenge that the study should 

overcome thru different technique and tools to solve this issue, and add reference to the AutoCAD data. 

Otherwise, the model will not stand up on the exact real world location. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Image No.5: Geo- referenced 

University AutoCAD site plan using ArcMap software. 
 

In order to add reference, there are different ways and techniques, perhaps the most popular way called Geo-

referencing techniques which is achieved in different ways on different software and applications. 

1. Applying the technique through AutoCAD: This procedure prepared by moving AutoCAD drawing on 

the AutoCAD software to its correct location, this achieved by using a specific plugin called 

UHGEOREF, which is used for Geo-referencing of raster maps to raster files. However, inside this 

plugin, World files are often included, this is a text files with six transformation parameters (affine) for 

the correct positioning of the raster map in a global coordinate system [16]. 

2. Applying the technique through ArcMap: this software have the ability to geo-referencing any drawing 

to its real location from different formats such as JPEG, PDF, AutoCAD, and even hand drawing. It 

work by scan the maps or drawing and then import it to the software, as it is shown on the image No.5 

[17]. 

3. Applying the technique through Google SketchUp: The innovative geometry of any ground plan may 

create as an aerial photograph, which is then used as an underlay for a pencil sketch of a proposed re-

working of streets and open spaces. However, the 3D model can also build and at the final stage, the 

model can be highlight and then move to its original location [18]. 

 

 Figure No.2 concludes the three different techniques mentioned above in a simple diagram. 

Nevertheless, geo-referencing improves the data quality a step further, and it gets prepared to build the model on 

the correct coordinates. The experts plays an important role in enhance data, because it require a correct 

techniques and tools to be applied on the data. This procedure twitches by identify the data layers to be 

reference to a location, then it fit and scales to the area of interest.  As soon as the first control point taken in one 

location, then the next control points on opposite ends of the image need to be taken, beside it is important to 

assess accuracy by measuring the disparity between the data layers at multiple points throughout the study area 

and then the desired geo-referenced location. 

 

University CAD drawing on correct coordinates  



American Journal of Engineering Research (AJER) 2014 
 

 
 

w w w . a j e r . o r g   
 

          Page 141 

Figure No.1: Geo-referencing procedure and methods 

It is important to consider geo-referencing in the field of GIS, although it is a complicated, on the other 

hand, it improve data quality to a high level. Google SketchUp nowadays has ability to add real location to the 

interface and user can built their model using the location for reference as it shown in image No.6, also because 

the AutoCAD data has been geo-referenced at the earlier stage, it can be seen on the correct location in image 

No.7. 

 
Image No.6: SketchUp adds real world location 

 

 
Image No.7: University Campus footprints on SketchUp 

 

Finally, the procedure of 3D model construction can initiate, but the building height data is not available, hence 

one or more methods require in order to add third dimension to the building. Nevertheless, there are different 

methods to collect height information depending on the size of the working area. 

 

1. Measuring the height of the building in person, this will require a lot of field work, but it provides 

accurate records. 

2. Stereo image pairs used to perform third dimension data acquisition. Stereo photogrammetry or 

photogrammetry based on a block of overlapped images is the primary approach for 3D mapping and 

object reconstruction using 2D images. 

3. Close-range photogrammetry, this is another technique that work out the distance between the camera 

and the building to calculates the building height. 

4. Using 3D scanner can collects millions of points for the building or any objects, these points includes 

height distance and depth too. 

Image No.8 showing a wall pushed up, but this is require the height measurements, because the data collected 

for this purpose, and then the height of building will standup correctly, image No.9 authorize the certainty. 
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Image No. 8: step one for building first wall 

 

 
Image No. 9: several wall building completed 

 

Once the building structure completed and then details can be added such as doors, windows texture 

and colors, which is shown in image No. 10. Eventually as soon as the 3D model finalized, according to image 

No.11, and then it can be export as .kmz file. This is the file that is accepted by Google Earth for uploading the 

model into to local Google Earth as a trail, lastly the model can also be submitted to Google Earth forums for 

approval, once the file is validated and accepted, formerly the model get displayed globally. However, Google 

Earth and Google Map API (Application Programming Interface) are using JavaScript to allow users to modify 

applications and add maps to own website. 

 

 
 

 

 

 

 

 

 

 

Image No.10: Details added to the 
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Model  

 
Image No. 11: the complete building from the top, Side (east) and front view 

 

VI. INTERFACE 
 After the 3D models for the dedicated building completed, and then the model need to upload into an 

interface. This is to make the models accessible and to provide mechanisms to manage it content. However, the 

interface for the produced 3D model is Google Earth, as it has a "3D Buildings" layer that allows anyone to 

view 3D models of any objects and edit the database side of the model. This interface enables users to add data 

after the completion to enrich the model with more information [19]. Google Earth offers opportunity to explore 

and visualize its stored data on the system, through uses of the visualization and navigation functionality. 

 

VII. CONCLUSION 
 Although 3D model is become common in the GIS applications, but it wouldn’t be available to built 

without availability of advanced superior data, on the other hand, 3D model doesn’t prevail to be part of GIS as 

a management tools (decision makers) and real world demonstration. Hence, this paper describes initial works to 

form a 3D model from scratch or limited data. Beside there are various aspects of 3D required to be addressed 

and investigated, also this research challenged and investigated those aspects. The study also describe 

approaches that can be used for further 3D model creation using combination of software, data and techniques. 

This is not only to build 3D model, but also to enhance and enrich simple and non spatial data into an advanced 

geo-reference and spatial data that make GIS life and 3D creation much easier. Eventually the model building 

not the only issue, but the details and demonstration is also very important to develop the topic in the future 

further and open the road for the much more model creation and movements towards a digital 3D model city. 
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Future work 

The same principals can be applying to convert the entire University of Sulaimani from 2D drawing 

into 3D models. This study was an initiation of the entire university 1,000,000 sq. meters to be built in 3D in the 

future, although in the mean while this study focused on department of Computer Science, but it has produced 

enough guidance and techniques to for orientation. Conversely, the same method that applied to the single 

department can be apply to other buildings, as the available data for the university is the same for all the 

departments. 

The same or similar techniques can be applied on other locations and objects even if the data are inadequate, 

since most of the available information in the developing countries are limited and unorganized. 
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ABSTRACT: The Angstrom-Page model was used to predict the Global solar radiation for Makurdi. This was 

done by measuring, solar radiation, relative humidity, dry and wet bulb temperatures, hours of cloudiness and 

bright sun-shine at the interval of one hour from 0600hr to 1800hrs daily for a period of six months (February 

to July, 2011) and the measurements were carried-out within Makurdi metropolis. Sun meter model DS-05 was 

used to measure the solar radiation, a digital thermo-hygrometer model IT-202 was used to measure relative 

humidity, wet and dry bulb temperatures. The hours of cloudiness and brightness were determined from the 

measured solar radiation. Solar radiation intensity <20w/m
2
 was considered as hours of cloudiness and values 

120w/m
2
 was taken as hours of brightness. The result obtained showed that the mean solar radiation, relative 

humidity, dry and wet bulb temperatures, hours of cloudiness and bright sun-shine for the location were; 

191.64w/m
2
, 60.10%, 30.24

o
C, 28.25

o
C, 7.72Hrs and 5.28Hrs respectively. The regression constants ‘a’ and ‘b’ 

in Angstrom-page equation were found to be 0.24 and 0.57 respectively. The performance of the variance 

between measured and calculated radiation were analysed statistically where Mean Bias Error (MBE) and Root 

Mean Square Error (RMSE) were 0.16 and 5.06% respectively. Similarly, there is a strong correlation between 

calculated and actual global solar radiation. Finally, this model can be used to predict average global solar 

radiation for Makurdi location.  

 

KEYWORDS: Solar Radiation, clearness index, sunshine hours, regression constants and insolation intensity 

 

I. INTRODUCTION 
 Solar energy is the most important energy resource to man and indeed it is essential factor for human 

life. Although the use of passive solar energy in drying process is not new and it date back from ancient time 

when agricultural product were sundried using solar energy. It is evident that our increasing dependent on 

conventional energy has rendered these energy sources such as fossil fuel, wood, nuclear, electricity etc more 

expensive. Most disturbing is the fact that these energy sources are fast depleting and they increases the present 

environmental pollution problems
 [1]

.Solar energy is incident on the earth at a rate of 2.0x10
15

kWh/day and is 

estimated to last for 704 billion years. In principle, solar energy could supply all the present and future 

commercial energy needs of the world on continuous basis. This makes solar energy one of the most promising 

of the entire unconventional energy source 
[2]

. Although the supply of solar energy received by the earth is 

substantial, it has three (3) peculiar characteristics that cause problem in its collection and practical application 

as an economic substitute for conventional energy source 
[3]

. One, the total amount of solar radiation is large, it 

is spread out over, a very large area and thus it intensity is low. Therefore large collection fields are required to 

obtain useful amount of energy, which raises the cost of buying and installing solar energy equipment. Two, it 

varies, that is the intensity of incoming radiation changes drastically during the day and from season to season, 

making it necessary either to store large quantity of heat or to provide backup system that runs on conventional 

fuel, which both add cost and complexity of a solar system. Three, it is intermittent that is the incoming energy 

is subject to unpredicted interruption of passing cloud which obstruct the sunshine.  
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 Now that there is global campaign on how to reduce the pollution problems cause by some 

conventional energy source to our environment, therefore, there is a need for exploration of solar energy for 

domestic and industrial uses. It is becomes inevitable to know how to evaluate insolation levels for any location 

so that the introduction and sustainability of solar energy will be assured 
[4]

.Energy is the backbone of 

sustainable technological development of any nation and Nigeria is blessed with abundant supply of solar 

radiation. According to 
[5]; [6]; and [4]

 that Nigeria lied in the high solar radiation belt of the world and it was 

estimated in the far North of the country the solar energy of 3.5–7.0 kw/m
2
/day is received annually. Similarly, 

[7]
 estimated that the average bright sunshine of 11.6hr/day is received annually. Since Nigeria has adequate 

solar energy potential to support it energy need, it is therefore becomes imperative to harness the resources 

insidiously in order to solve the problems of its energy, shortage that is dwindling the sustainability of it 

industries and environmental pollution.  

 

 In general, it is believed that solar energy available depend on the large extent of the latitude, hour of 

the day, day of the year, the height above sea level (altitude) and some climatic variables such as temperature, 

humidity, rainfall, harmatan, sunshine and vegetation affect solar radiation 
[8]; and [9]

. In addition to the foregoing 

variation in solar radiation received at a particular location, there is obvious variation due to atmospheric 

absorption by carbon dioxide (CO2), Ozone layer and scattering cloud. Therefore, to evaluate the solar radiation 

incident on a particular location the above factors ought to be determined in developing models for prediction of 

global solar radiation of a location.  Several authors have developed regional or location based models to predict 

the quantity of global solar radiation or energy available in specific locations
[10]

. However, with current trend in 

climatic change due to global warning has shown that most of climate-dependent constants developed by 

researchers need to be verified from time to time to check their validity. For example
[11] 

developed that 

Angstrom-page model equation for Markudi by measuring solar radiation, relative humidity, sunshine hours, dry 

and wet bulb temperature of the location between August 2008 and December 2009. The Angstrom-page 

equation was of the form H/Ho = 0.19 + 0.62(ns/N). Similarly.in this research the parameter measured were 

solar radiation, sunshine hours, relative humidity, dry and wet bull temperature of Markudi for a period of six 

months between February and July, 2011 from 0600Hr to 1800Hr daily.  

 

II. MATERIALS AND METHODS 
2.1 Study Area 

 The research was carried out at the Agricultural and Environmental Engineering Department of the 

University of Agriculture, Markudi, Benue state Nigeria. The study location lies on latitude 7
o
 7

1
N and 

longitude 8
o
6

1
E. It is 1500m above sea level. The area is an agrarian environment marked by dry season 

between November and April and wet season between May and October. The mean annual rainfall usually 

ranges from 750mm to 1100mm. The temperature in this climatic region is high throughout the year because of 

high radiation income which is evenly distributed throughout the year. The maximum temperature can reach up 

to 40
o
C particularly in April, while the minimum temperature can be as low as 25

o
C between December and 

January. There is a seasonal variation of relative humidity in the area with extremely low (20-30%) between 

January and March, and reaches the peak (70-80%) between July and September. The ten (10) year mean 

clearness index for Markudi in the rainy season is 0.49 and 0.69 during the dry season (NASA). 

 

2.2 Global Solar Radiation Model  

 According to
[12]

 Angstrom-page model was found applicable to predict global solar radiation to great 

extent in so many locations. Therefore, the model was used to predict the global solar radiation of Markudi as 

used by 
[13] and [11]

. The equation can be expressed as follows: 

 

 (1) 

 

where;  

H = monthly average daily global radiation on the horizontal surface 

Ho = monthly average daily extra-terrestrial radiation 

ns = monthly average daily number of hours of bright sunshine 

N = monthly average daily number of hours of possible sunshine (day light between sunrise and sunset) 

„a‟ and „b‟ = regression constants.  

 The extra-terrestrial solar radiation incident on a horizontal surface Ho in equation (1) is computed in 

equation (2) [14] 

 

 

 (2) 
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where; 

Isc = Solar Constant, has the value of 1367w/m
2[15]; [16]; [17] and [18]

 

 = hour angle of sunset or sunrise for the typical day n of each month (degree) 

 = latitude angle of the month (degree) 

n = day of the year 

 = declination angle of the month (degree), which varies from +23.450 to -23.450 in the course of the year.  

 The declination angle is considered positive when sun is in the Northern latitude and negative when in 

the Southern latitude.  

The declinations  and hours  angles in equation (2) are computed from expressions (3) and (4) respectively as 

used by 
[19]; [15]; [20] and [14]

.  

 =  (3) 

   

 =  (4) 

 

The month average daily number of hours of possible sunshine N in equation (1) is determined from equation 

(5)  

 

 (5) 

 

Data Measurements  

Solar Radiation Measurement:The solar radiation measurement was carried out in an open field free from 

obstructions such as trees and buildings. A sun-meter model DS-05 calibrated in Watt/Square meters (w/m
2
) 

was used to measure the solar insolation between 0600Hr to 1800Hr on the daily basis for a period of six 

months. The device was placed 1.5m above the ground in a horizontal position with the sensor pointing in the 

direction of the sun, east from morning to midday and west from midday to sunset. The device was set „ON‟ to 

measure the solar radiation intensity (insolation) and the values were read off from the screen at one hour 

intervals. The mean values of radiation intensity were computed and recorded. 

 

Temperature Measurement:The ambient temperature of the study area was measured using thermo-

hygrometer model IT-202 in degree Celsius (
o
C) with temperature range of -5 to +5

o
C and precision of 0.1

o
C. 

The thermo-hydrometer was placed where there was free flow of air and away from obstructions and direct sun 

rays. The values were read off from the screen at one hour intervals. The mean values were computed and 

recorded.  

 

Relative Humidity Measurement:The relative humidity of the study area was obtained concurrently with the 

temperature from the thermo-hydrometer model IT-202. The device can measure the relative humidity value 

within the range of 30 and 90%.  

 

Sun-Shine Hours Measurement: The sunshine hours were obtained from sun-meter model DS-05 and the 

time lapse or duration for insolation (radiation was recorded using a stop watch. In this research work the 

insolation value >120w/m
2
 is considered as hour of brightness and values <120wm/

2
 was regarded as cloudiness 

hour 
[21]

.  

 

Determination of Angstrom–Page Regression Constants:The extra-terrestrial radiation Ho, the hour angle , 

and the hour of bright sunshine N were computed from equation 2, 3 and 5 to obtain the regression constants.  

The regression constants „a‟ and „b‟ in the Angstrom-page equation were determined by plotting the clearness 

index H/Ho on the y-axis and fractional possible sunshine hours ns/N on the x-axis to obtain the best line of fit.  

 

Statistical Analysis:The performance of the regression constants „a‟ and „b‟ was computed using Mean Bias 

Error (MBE) and Root Means Square Error (RMSE) as expressed in equation 6 and 7.  

 

(6) 

Where;  

Yc = Hcalc. 

Yo = Hmeas. 

n = no. of data i.e no. of months.  
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(7) 

  

III. RESULT AND DISCUSSION 
 The mean solar radiation, relative humidity, dry and wet ambient temperatures, hours (Hrs) of 

cloudiness and bright sunshine for the location were found to be; 191.64W/m
2
, 60.10%, 30.24

o
C and 28.25

o
C, 

7.72Hrs and 5.28Hrs respectively as shown in Table1. This compares favourably with the findings of 
[22] 

for 

same period. However, it was observed that highest ambient temperature of 32.56
o
C was recorded in March 

which are in consonant with the findings of 
[22]

 but differ in solar radiation value, this variation could possibly be 

attributed to the harmattan dust experienced in the month February and March 
[23]

. 

 

Table 1: Summary of Measured Monthly Average Daily Total Solar Radiation Parameters from 

February to July, 2011. 

Month      I (w/m
2
)  R.H (%)   Tdb(

o
c)       Twb(

o
c)   cloudiness(hr)   Brightness(hr) 

February 191.38      53.87 31.38         28.82       7.07  5.93 

March     191.37       50.00 32.56         29.92       6.68  6.32 

April    202.63       52.32 31.04         28.21       6.63  6.37 

May    216.07       66.12 29.75         27.52       7.52  5.48 

June     177.22       69.46 28.56         27.76       9.03  3.97 

July    171.19       68.80 28.15         27.29       9.42  3.58 

Mean     191.64       60.10 30.24         28.25       7.72  5.28 

 

Similarly, the highest radiation of 216.07W/m
2
 was recorded in the month of May which may probably be as a 

result of on-set of rain in that month when the particles in the atmosphere were negligible after rains and the sun 

intensities were high. This agrees with the assertion made by 
[24] and [25]

, that atmospheric particle (cloud, 

harmattan and dust) reflect some incoming radiation back to space, thereby reducing the amount of radiation, 

which reaches the earth surface.Furthermore, the mean sunshine hour (ns) was found to be 5.28Hrs as against the 

7Hrs obtained by 
[22]

 in the same study location. However, the mean cloudiness hour was found to be 7.72 hours 

which contrasted the 6Hrs recorded by 
[22]

 for the same period of study. This conforms to the finding of 
[26]

 

which states that solar radiation is directly proportional to duration of sunshine (Table 1). Furthermore, the 

result showed that the calculated average extra-terrestrial solar radiation, bright sunshine hour, clearness index 

(H/Ho), fractional sun-shine duration (ns/N)  

 

Table 2: Summary of Calculated Monthly Average Solar Parameter from  February to July,   2011 

 

Month H(w/m
2
) Ho(w/m

2
) ns(hrs)    N(hrs)  H/Ho    ns/N Hcal(w/m

2
)  

 

February    191.38 425.39  5.93   11.34    0.45   0.48        208.55 

March       191.37 431.60  6.68   11.96   0.44   0.53        191.99 

April       202.63 438.00  6.37   12.17   0.48   0.51        192.76 

May       216.07 403.36  5.48   12.35   0.42   0.45        204.96 

June       177.22 386.17  3.97   12.44   0.46   0.35        174.29 

July        171.19 388.59  3.58   12.40   0.44   0.29        176.27 

Total        1149.86 2473.11 32.01   72.66   2.69   2.61        1148.82 

Mean        191.64 412.19  5.34   12.11   0.45   0.44  191.47 

 

and predicted solar radiation are; 412.19W/m
2
, 5.34hrs, 12.17hrs, 0.45, 0.44 and 191.47W/m

2
 respectively as 

against 422.87W/m
2
, 6.76hrs, 12.17hrs, 0.56, 0.54 and 237.59W/m

2
 reported by

[22]
 for same period of study 

(Table 2). 

 The summary of the determined Angstrom-Page equation and correlation coefficient for each month 

was given in Table 3. The regression constants a‟ and „b‟ were found to be 0.24 and 0.57 respectively which are 

in concur with the model developed by 
[22]

 for same period of study (February to July, 2009).  
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Table 3: Summary of the Determined Monthly Angstrom–Page Equation and Correlation Coefficients 

  

Month     H/Ho   ns/N       a‟  „b‟          Equation             R
2
                R 

February   0.45    0.48    0.29    0.39  0.73             0.85 

March     0.44     0.53    0.33    0.22 “    = 0.33 + 0.22   0.26             0.51 

April    0.48     0.51    0.21    0.53 “            0.74 0.86 

May     0.52     0.45    0.26    0.59 “             0.68              0.82 

June    0.46     0.35    0.18    0.77 “    0.70  0.84 

July    0.44     0.29    0.18    0.91 “   0.95             0.9 

Mean     0.45      0.44       0.24   0.57      0.68             0.81 

  

 

 This tallies with the plotted Angstrom-Page equation linear graph for same period (February to July, 

2009) where the intercept value on the y-axis was 0.24 and the slope was 0.56 as shown in Fig.1 and this is 

slightly above the accepted range of 10% to 20% of the total scattered radiation for regression constants „a‟
[15]

. 

However, for the constant „b‟ which is the fraction of the extra-terrestrial global radiation component of the 

location fall within the accepted range. The mean correlation coefficient for the Angstrom–Page equation used 

in this study was found to be 0.81 as against 0.76 reported by 
[22]

 for same period of study (Table 1).  

 
Fig.1:Plot of Angstrom–Page equation for Makurdi location based on monthly means of H/HO and ns/N 

 

This implies that 81% of the variations in the measured solar parameter were explained by the verified model 

leaving 19% to be explained by other factors 
[27]

 that changes with time and location. The Mean Bias Error 

(MBE) and the Root Mean Square Error (RMSE) were used to determine the performance of the model. The 

values obtained were 0.16% and 5.06% respectively as against 0.51% and 1.12% for same period of study 

reported by
[22]

. This variation may likely be as a result of change in weather condition recorded in February and 

March, 2011. 

IV. CONCLUSION AND RECOMMENDATION 
Conclusion 

 This empirical model is developed to predict the solar radiation in Makurdi, located on latitude 7
o
7‟N 

and 8
o
53‟E using the Angstrom-Page linear equation. The mean correlation coefficient for the Angstrom–Page 

equation used in this study was found to be 0.81. The Mean Bias Error (MBE) and the Root Mean Square Error 

(RMSE) were used to determine the performance of the model. The values obtained were 0.16% and 5.06% 

respectively. The result obtained showed that there is strong relationship between the actual and calculated 

global solar radiation 
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Recommendations 

The model developed from this study can be used to predict the global solar radiation for 

Makurdi.Also, further work should be carried out for the months that are not covered by this work to 

authenticate the model for the year round.  
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ABSTRACT:  Animals and lower animals do not have sixth Sense?... NO…NO….NO… All living organism as 

well as non-living organism considered also have 6
th

 sense in gradient order. 

i. Which University mosquito studied to gain Techniques and cleverness to bite on the back beyond the 

reach of human hands?... 

ii. How the birds and Animals could predict the signals well in advance and move safely to other elevated 

places during “TSUNAMI 2004” Which human could not predict?... 

iii. How the pet dog could steel the chicken waste silently in the kitchen when owner under sleep?... 

iv. How honey bee, spider construct well defined knitted structure house?... 

This Scientific research article focus that not only human, all lower animals including Bacteria, Virus 

have “Intuition Sense” (Wisdom). 

However human shall be considered as having “highest level” of sensory perception and 6
th

 sense 

compared to other lower animals on origin. 

 It is further focused that the 6
th

 sense level of human and Animals shall be considered like a 

“Communication link” to the “Master control unit” of the white hole region of Universe in a systematic 

Networking pattern called as “J-GATE” (or) “e-logics”. The region of J-Gate shall also be called as 6
th

 sense 

domain. 

 

  (i) 

 
 

  (ii) 

 
 

i. Right dot represents “Functional region” 

ii. Left dot represents “Structural region” 

iii. Centre dot represents “6
th

 Sense” Sequential logic region. 
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“Prayer, Meditation are like “wireless communication link” to master control unit of 

Universe. Sometime signal may fail. But let us dial continually to resort to the sixth sense link. 

Death shall be considered as the state of deep subconscious mind.“ 

- Author 

KEY WORDS:  

a) Philosophy of Brain?... 

b) Philosophy of Sleepless human?... 

c) Philosophy of Gamma mind human?... 

d) Philosophy of Beta mind human?... 

e) Philosophy of Alpha mind human?... 

f) Philosophy of Death?... 

g) Etymology of word 6
th

 Sense?... 

h) Philosophy of Spirit and Soul?... 

 

I. INTRODUCTION 

 It is focused that there are currently so many theories about 6
th

 sense, Common sense, Intelligence, 

Intuition, Conscious mind, Subconscious mind, Coma mind… 

 

What really “MIND” means?... 

i. Mind is source of Brain?.. 

ii. Mind is matter (or) Energy?... 

iii. Mind is controller (or) Processor?... 

 

 
 

“Mind is like “Fuel”; Brain is like “Energy” derived from fuel. Mind is like “Spirit”, Brain 

is like “Soul” derived from spirit”, 

- Author 

II. HYPOTHESIS 

a) What “Brain” is made up of?... 

 “Big Bang theory” focus that the Universe is believed to have been formed 13.7 Billon Years ago 

from “cloud of star dust”. If so “Brain” is the source of “Stardust”?... 

 

 It is hypothesized that “BRAIN” shall be considered as White plasma matter derived from “J-

RADIATION” composed of fundamental “ions” of Photon, Electron, Proton having “Zero mass”. The smallest 

unit of white plasma (plasma mind) shall be called as “BRAIN CELL”. 
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i. Proton ion is like “DNA” 

ii. Electron ion is like “HORMONE” 

iii. Photon ion is like “RNA” 

iv. “J-RADIATION” is like “MIND” 

 

MIND is like “Central Core” of brain. The philosophy of mind shall be defined within the following 

scope. 

i. Mind shall also mean “Sixth Sense” (Master Control unit) 

ii. Mind is the source of “All Senses” 

iii. Mind is like “White Element” free from Hydrogen, Carbon, Nitrogen, ozone. 

 

b) Mind differs from Brain?... 

 It is hypothesized that “MIND” shall be considered as source of “BRAIN”. The Brain cell shall be 

considered as composed of Particles of Photon, Electron, Proton having little higher mass compared to ions 

of mind. The philosophy of MIND, BRAIN shall be described as below. Mind shall mean “SINGLE 

SEGMENT BRAIN” (only wisdom) 

 

 
 

It is hypothesized that the fundamental three-in-one segmental region of Brain shall be considered as 

master control unit comprise of three most fundamental “SENSES” (i.e) “OPTIC SENSOR“, “ELECTRIC 

SENSOR”,  “MAGNETIC SENSOR”. 

i. Right dot is like “MAGNETIC” (Right Nostril) 

ii. Left dot is like “ELECTRIC” (Left Nostril) 

iii. Centre dot is like “OPTIC” (Sixth Sense Logic) 

  

“In proto Indo Europe language the MIND, BRAIN shall be called as “MATHI-e”, 

“MUTHI-e” 

- Author 

 

c) Philosophy of conscious mind, Subconscious mind?... 

 It is hypothesized that “Subconscious mind” shall be considered as the Transformed stare of 

“Conscious mind” having distinguished varied characteristics as described below. 
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i. Right dot  – Common sense domain 

ii. Left dot   – Intelligence domain 

iii. Centre dot  – Intuition domain 

 

d) Philosophy of Universal “SERVER” (CPU)?... 

 It is focused that “MIND” is considered as the “MASTER CONTROL UNIT” of universal Brain 

system. If so what about Server Unit (CPU)?... The whole cosmo Universe shall be considered like a nuclear 

bomb comprise of three in one nuclei Sun, Earth, Moon.  

 

It is hypothesized that Universal server shall be considered as responsible for automatic change over 

among the “three domain” of control unit based on predefined programmer called as “e-Logics”. The 

philosophy of “Universal Server” shall be descibed as below. 

 

 
 

i) Sun is like Dark Spirit 

ii) Moon like Dark Soul 

iii) Earth is like Dark Energy 

 

It is focused that the relative position of SUN, EARTH, MOON shall consider play Vital role for 

evolution of three distinguished families of MIND, BRAIN system of Human, Animals in “Three Nuclear 

Ages”. 
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i)  Conscious mind human (white mind) Human Origin state (Mars Planet) 

ii)  Subconscious mind human (Black Mind) Transformation state to earth 

iii)  Gamma mind human (Blue Mind) 1
st
 generation 

iv)  Beta mind human (Green Mind) 2
nd

 generation 

v)  Alpha mind human (Red Mind) 3
rd

 generation 

 

e) Etymology of word “Sixth sense”?... 

 Case study shows that „Sixth sense‟ is considered as the ability to perceive the subtle dimension (or) 

the unseen world of Angels, ghosts, heaven beyond the normal five senses (ie) smell, taste, sight, touch, and 

sound. Extra sensory perception (ESP), clairvoyance, premonition, intuition are synonymous with sixth sense 

(or) subtle perception ability.  

 

 It is hypothesized that in the expanding universe “J-RADIATION” shall be considered as the 

“SOUL” of all radiations. The J-Radiation shall be considered as the highest of “Energy level” called as 

“CHISU” (OR) “CHULE” in proto Indo Europe language. The other five radiations shall be considered as 

evolved in different phases in the expanding universe having different energy level exist in Tier formation of 

different Layers.  In other words “J-RADIATION” shall be considered as the “6
th

 level” (highest energy level) 

Radiation.  The “J-RADIATION” shall be considered as primitive stage to “PLASMA MATTER” called as 

“ALASMA MATTER”. 

 

f) Prehistoric human had only single type Blood?... 

 It is hypothesized that the prehistoric human (Angel population) had only single type Blood “AB” 

(Universal acceptor) called in Proto Indo Europe language as “OTHIRAM”. Othiram shall mean natural 

Alasma matter composed of ions of photon, Electron, proton and free from Hydrogen, Carbon, Nitrogen 

ozone. The othiram shall be considered responsible for inducing “Super consciousness”.  It is speculated that 

after the birth of first sunlight on the Earth planet other types of blood might be evolved in three nuclear ages 

under different environment condition and categorized as below: 

   

i)  Angel family (white mind) AB type only (ions behavior) 

ii)  Gamma mind human (Blue mind) AB type only (particles behavior) 

iii)  Beta mind human (Green mind) AB, A, B type only (Molecules behavior) 

iv)  Alpha mind human (Red mind) AB, A, B, O type (Complex matter) 

 

 It is further hypothesized that Birth of “Oxygen Breath” shall be considered as responsible for 

increase in Intelligence level and reduction in Wisdom level. Further emotional feelings such as fear, worry, 

stress shall be due to oxygen breath.  

  

“The blood type of ADAM, EVE (Angel family) shall be considered as single blood type 

AB” 

- Author 

 

g) Philosophy of White clay?... 

 The Author of this article when doing 9
th

 standard (Rural school) one day was scolded by class teacher 

and saying that Do you have BRAIN …. (or) “CLAY”.   If so, BRAIN is associated with CLAY?.... It is 

hypothesized that in proto Indo Europe language “BRAIN”  shall be called as “KALI MANNU”. 

“KALIMANNU” shall mean “white clay” composed of ions of Photon, Electron, Proton and free from 

Hydrogen, Carbon, Nitrogen, ozone.  
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 It is hypothesized that ADAM, EVE might have had “white clay” before consuming forbidden fruit 

and under the state of highly conscious. After consuming forbidden fruit white clay might have become “brain” 

by brain cell acquiring higher mass which led to deep “subconscious state “. 

 

h) What does mean “Death”?... 

It is hypothesized that “Death” shall be considered as the state of deactivation of “SOUL” from “J-

RADIATION” and exist under deep subconscious state. It shall be reactivated if required at later just like 

“SIM NUMBER” in the mobile communication system. 

 

i) Philosophy of sleepless human Ancestor?... 

 It is hypothesized that “Human Ancestor” stated living in “MARS PLANET” and descended to 

EARTH PLANET even before origin of first sun light emission. The Human Ancestor in the early Universe 

could breath only “WIND” composed of only ions of Photon, Electron, Proton and free from Hydrogen, 

Carbon, Nitrogen, Ozone. The Hydrogen, carbon, Nitrogen, ozone considered originated only after origin of 

Sun light emission. 

 

 Further in the early Universe the “WIND Breath” ancestor (Angel family) (single segment Brain) 

shall be considered as having distinguished from modern human. The wind Breath ancestor shall also be called 

as “Sleepless” and “Highly conscious” state of human. It is hypothesized that modern human could start sleep 

subsequently gradually due to different Breath in different Nuclear age as described below. 

 

i)  Wind Breath (MARS Planet) Sleep less state human 

ii)  Transformation State to Earth Subconscious State human (Deep sleep) 

iii)  Ozone Breath Semi awakening state human 

iv)  Oxygen Breath Wakening state human 

 

 

It is hypothesized that different level of subconscious state may be due to variation in Oxygen level as 

described below. 

i. Active waken state - High level Oxygen Breath. 

ii. Sleep state  - Decreased Oxygen level Breath 

iii. Semiconscious state - low level Oxygen breath 

iv. Subconscious state - Ozone level Breath 

v. High conscious state - Wind Breath 

vi. Death state  - Absence of “J-RADIATION” 

 

 

The model “Sleepless Ancestor” shall be narrated as below. 

 

  (i) 
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 (ii) 

 

 
 

In the early universe the “Sleepless Ancestor” (100% wisdom) shall be considered as highly Wise, 

Psychic, Energetic, could not speak through sensory means but could understand on mere VISION. 

 

j) Case study on Bible 

 It is hypothesized that ADAM, EVE before consuming forbidden fruit could breath wind in the early 

universe and Sleepless and could obey the command of CREATOR always. After consuming the “forbidden 

fruit” they might have transformed into deep sleep state and could be under Highly Subconscious state 

somewhere on the Earth and hence the creator started searching for him and called “ADAM WHERE ARE 

YOU”?... 
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III. CONCLUSION: 
 It is focused that “Absolute wisdom” state of Brain shall be considered as the Absolute level of “6

th
 

sense” (100% wisdom) of human. The state of Wisdom could be gradually decreased due to consistent increase 

in “BRAIN CELL MASS” in three Nuclear ages. The wisdom state level of modern human shall be considered 

around only 10% but “Intelligence”, Common sense” resorted to 70%, 20% respectively. 

 

 It is further focused that RESPIRATORY SENSE shall be considered as the most fundamental sense 

and shall be considered as responsible for “SIXTH SENSE OF HUMAN”.  

 

 
 

 

 i.   Right dot - Magnetic Sense (Source of commonsense) 

 ii.  Left dot  - Electric Sense (Source of Intelligence) 

 iii. Center dot - Optic Sense (Source of Intuition) 

 

  

“Common sense is the collection of prejudices acquired by age 18” 

- Albert Einstein 

 

IV. PREVIOUS PUBLICATION: 
The philosophy of origin of first life and human, the philosophy of model Cosmo Universe, the 

philosophy of fundamental neutrino particles have already been published in various international journals 

mentioned below. Hence this article shall be considered as extended version of the previous articles already 

published by the same author. 

[1] Cosmo Super Star – IJSRP, April issue, 2013 

[2] Super Scientist of Climate control – IJSER, May issue, 2013 

[3] AKKIE MARS CODE – IJSER, June issue, 2013 

[4] KARITHIRI (Dark flame) The Centromere of Cosmo Universe – IJIRD, May issue, 2013 

[5] MA-AYYAN of MARS – IJIRD, June issue, 2013 

[6] MARS TRIBE – IJSER, June issue, 2013 

[7] MARS MATHEMATICS – IJERD, June issue, 2013 

[8] MARS (EZHEM) The mother of All Planets – IJSER, June issue, 2013 

[9] The Mystery of Crop Circle – IJOART, May issue, 2013 

[10] Origin of First Language – IJIRD, June issue, 2013 

[11] MARS TRISOMY HUMAN – IJOART, June issue, 2013 

[12] MARS ANGEL – IJSTR, June issue, 2013 

[13] Three principles of Akkie Management (AJIBM, August issue, 2013) 

[14] Prehistoric Triphthong Alphabet (IJIRD, July issue, 2013) 

[15] Prehistoric Akkie Music (IJST, July issue, 2013) 
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[16] Barack Obama is Tamil Based Indian? (IJSER, August issue, 2013) 

[17] Philosophy of MARS Radiation (IJSER, August 2013) 

[18] Etymology of word “J” (IJSER, September 2013) 

[19] NOAH is Dravidian? (IJOART, August 2013) 

[20] Philosophy of Dark Cell (Soul)? (IJSER, September 2013) 

[21] Darwin Sir is Wrong?! (IJSER, October issue, 2013) 

[22] Prehistoric Pyramids are RF Antenna?!... (IJSER, October issue, 2013) 

[23] HUMAN IS A ROAM FREE CELL PHONE?!... (IJIRD, September issue, 2013) 

[24] NEUTRINOS EXIST IN EARTH ATMOSPHERE?!... (IJERD, October issue, 2013) 

[25] EARLY UNIVERSE WAS HIGHLY FROZEN?!... (IJOART, October issue, 2013) 

[26] UNIVERSE IS LIKE SPACE SHIP?!... (AJER, October issue, 2013) 

[27] ANCIENT EGYPT IS DRAVIDA NAD?!... (IJSER, November issue, 2013) 

[28] ROSETTA STONE IS PREHISTORIC “THAMEE STONE” ?!... (IJSER, November issue, 2013) 

[29] The Supernatural “CNO” HUMAN?... (IJOART, December issue, 2013) 

[30] 3G HUMAN ANCESTOR?... (AJER, December issue, 2013) 

[31] 3G Evolution?... (IJIRD, December issue, 2013) 

[32] God Created Human?... (IJERD, December issue, 2013) 

[33] Prehistoric “J” – Element?... (IJSER, January issue, 2014) 

[34] 3G Mobile phone Induces Cancer?... (IJERD, December issue, 2013) 

[35] “J” Shall Mean “JOULE”?... (IRJES, December issue, 2013) 

[36] “J”- HOUSE IS A HEAVEN?... (IJIRD, January issue, 2014) 

[37] The Supersonic JET FLIGHT-2014?... (IJSER, January issue, 2014) 

[38] “J”-RADIATION IS MOTHER OF HYDROGEN?... (AJER, January issue, 2014) 

[39] PEACE BEGINS WITH “J”?... (IJERD, January issue, 2014) 

[40] THE VIRGIN LIGHT?... (IJCRAR, January issue 2014) 

[41] THE VEILED MOTHER?... (IJERD, January issue 2014) 

[42] GOD HAS NO LUNGS?... (IJERD, February issue 2014) 

[43] Matters are made of Light or Atom?!... (IJERD, February issue 2014) 

[44] THE NUCLEAR “MUKKULAM”?... (IJSER, February issue 2014) 

[45] WHITE REVOLUTION 2014-15?... (IJERD, February issue 2014) 

[46] STAR TWINKLES!?... (IJERD, March issue 2014) 

[47] “E-LANKA” THE TAMIL CONTINENT?... (IJERD, March issue 2014) 

[48] HELLO  NAMESTE?... (IJSER, March issue 2014) 

[49] MOTHERHOOD MEANS DELIVERING CHILD?... (AJER, March issue 2014) 

[50] E–ACHI, IAS?... (AJER, March issue 2014) 

[51] THE ALTERNATIVE MEDICINE?... (AJER, April issue 2014) 

[52] GANJA IS ILLEGAL PLANT?... (IJERD, April issue 2014) 

[53] THE ENDOS?... (IJERD, April issue 2014) 

[54] THE “TRI-TRONIC” UNIVERSE?... (AJER, May issue 2014) 
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ABSTRACT: In this paper, a multi resonant MPA capable of operating satisfactorily in the frequency range 

of 2.39 GHz to 5.79 GHz have been proposed. The antenna has been designed using substrate of FR4 material 

having dielectric constant of 4.4 with a conducting radiating patch on the substrate and a conducting ground 

plane on the bottom side of substrate. The ground plane has been partially reduced to improve the antenna 

bandwidth. The antenna performance has been analyzed in terms of various antenna parameters such as return 

loss (dB), impedance bandwidth (GHz), gain (dB), directivity (dBi), Half power Beam width (Degree), current 

density and VSWR. The antenna has been designed and simulated using CST Microwave Studio (2010). The 

designed MPA is suitable to be used for Bluetooth, IMT, WLAN and WiMAX applications. The antenna has 

bandwidth of 3.40 GHz and VSWR of less than 2. The antenna has been successfully fabricated and tested. It 

has been observed that the practical results obtained by testing the fabricated antenna using Network analyzer 

E5071C  closely  matches  with  the  theoretical results obtained by simulating the antenna design in CST 

MWS 2010. 

 

KEYWORDS: Directivity, Gain, Half Power Beam width (HPBW), Reduced ground plane, Return loss (S
11

), 

VSWR 

I. INTRODUCTION 
 The microstrip patch antenna also termed as patch antenna, is usually fabricated on a dielectric 

substrate which acts as an intermediate between a ground plane at the bottom side of substrate and a 

radiating patch on the top of substrate [1]. The patch is made up of perfect electric conductor (PEC) 

material. The patch can be designed in  many shapes like rectangular, circular, triangular, elliptical, ring, 

square and many more but the rectangular shape is widely used [1] because of the simplicity associated with 

the design. The selection of substrate is the most important parameter while designing an antenna. The 

substrate consists of a dielectric material which perturbs the transmission line and electrical performance 

of antenna. The size of an antenna is dependent on the dielectric constant of a substrate. The size of 

antenna is inversely  proportional to dielectric constant i.e. higher is the dielectric constant, lower is the size 

of antenna [2]. There are variety of substrates available with different dielectric constants but in the antenna 

design, Fire Resistance 4 (FR4) material with dielectric constant of 4.4 has been used.     The antenna can be 

fed by various methods like coaxial feed, proximity coupled microstrip feed and aperture coupled microstrip 

feed [3]. The feeding can be defined as a means to transfer the power from the feed line to the patch, which 

itself acts as a radiator. The microstrip feed line is commonly used in MPA design because it is relatively 

simple to fabricate [3].The microstrip antenna has been commonly used for wireless applications because of 

small antenna size, low cost, light weight, better efficiency, ease of installation, ease of mobility, and is 

relatively inexpensive to manufacture on printed circuit board (PCB) of specific characteristics and 

dimensions. However, apart from its advantages, there are some drawbacks of MPA. It handles less power 

and has limited bandwidth [4].  
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 The bandwidth of MPA can be improved by either using a slotted patch [5][6] or by using reduce 

ground plane [7]. The slot on the patch can be of any shape like H-slot, E-slot, circular, rectangular, etc. 

These techniques can also be used to improve the return loss along with the bandwidth enhancement. 

Different shapes of slots have different effect on antenna parameters. Slotting tends to improve the antenna 

performance in terms of return loss, bandwidth and VSWR. 

 

II. ANTENNA GEOMETRY  
 Fig. 1 represents the top view of designed MPA. As shown in the Fig. 1, the shape of patch is 

rectangular with two rectangular slots (marked - dijk and lmno) cut on the patch, a rectangular notch (marked - 

abdc) added to the patch top and a step (efgh) between radiating patch and feed line. The patch has been fed by a 

feed line of certain specified width so as to properly match the antenna impedance with the port impedance for 

transfer of maximum power from port to the antenna. In Fig. 2, the bottom view of slotted MPA is shown. The 

ground plane has been designed at the bottom of substrate as shown in Fig. 2.The antenna is fabricated using 

FR4 substrate having dielectric constant of 4.4 and substrate thickness of 1.57 mm. The feed line width has 

been adjusted to make sure that the impedance of antenna is nearly 50 ohms so as to perfectly match with the 

connector impedance for maximum power transfer to antenna with minimal back reflections. The bottom of 

the substrate consists of ground plane which is partially reduced to improve antenna bandwidth. The 

dimensions of substrate, patch, feed, slots cut on patch, square notch on the patch and step are listed in Table 1. 

 

TABLE 1: Antenna Parameters 
 

Antenna Parameters Specifications 

Substrate Dimensions 

(Ls x Ws) 

70 x 60 mm 

Patch Dimensions 

(Lp xWp) 

14.4 x 26 mm 

Slot 1 (L3 x W3) 5 x 2 mm 

Slot 2 ( L4 x W5) 8.5 x 5.2 mm 

Notch ((L2-L3) x W3) 1 x 1 mm 

Step ((L5-L6) x W9) 1.6 x 6 mm 

Feed line Dimensions 

(Wf x Lf) 

22 x 5.6 mm 

Ground Dimensions          (Lg1 x 

Wg) 

23 x60 mm 

Ground Slot                      (Lg3 x (Wg 

– (Wg1 + Wg2)) 

0.5 x 0.9 mm 
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Fig.1 Top view of slotted MPA 

 

 
Fig.2 Bottom view of slotted MPA 

Note: The dotted portion represented in Fig.2 indicates the projection of patch and feed line on ground. 

 

III. ANTENNA GEOMETRY 
 The designed slotted antenna have been simulated using CST Microwave Studio 2010 and the 

performance of the antenna has been analyzed in terms of return loss, VSWR, radiation pattern, directivity, 

impedance, HPBW(Half Power Beam width) and gain. The experimental results have been also obtained 

using E5071C ENA series network analyzer and concluded that the practical results closely matches with the 

simulated theoretical results.  

 

Return Loss :Fig. 3 represents the simulated results of return loss (s11) for designed antenna. Practically, the 

return loss should be less form minimal back reflections. The return loss has been measured at the resonant 

frequencies. It has been observed that the return loss is -37.16 dB at 2.62 GHz, -25.26 dB at 3.8 GHz and -

30.87 dB at 4.61GHz. The simulated bandwidth of proposed antenna is 3.40 GHz. 
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Fig. 3 Return loss plot of Slotted MPA 

 

Directivity : The directivity at resonant frequencies has been obtained and analyzed. Fig. 4(a), Fig. 4(b) and Fig. 

4(c) shows the 3D plot of directivity of slotted MPA at resonant frequencies of 2.62 GHz, 3.8 GHz and 4.61 

GHz, respectively. The directivity is 2.61 dBi at 2.62 GHz, 3.66 dBi at 3.8 GHz and 3.5 dBi at 4.61 GHz.  

 

 
 

Fig. 4(a) 3D plot of Directivity of MPA at 2.6 GHz 

 

 

Fig. 4(b) 3D plot of Directivity of MPA at 3.8 GHz 

 

 

Fig.4(c) 3D plot of Directivity of MPA at 4.6 GHz 

Gain 

Fig. 5(a), Fig. 5(b) and Fig. 5(c) illustrates the 3D plot of gain for slotted MPA at resonant frequencies 

2 . 6 2  GHz, 3.8 GHz and 4.61 GHz. The 3D plot shows that the gain is 3.7 dB at 2.62 GHz, 4.73 dB at 3.8 

GHz and 4.54 dB at 4.61 GHz, respectively. 
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Fig. 5(a) 3D plot of Gain of slotted MPA at 2.6 GHz 

 

Fig. 5(b) 3D plot of Gain of slotted MPA at 3.8 GHz 

 

Fig. 5(c) 3D plot of Gain of slotted MPA at 3.8 GHz 

Half Power Beam Width (HPBW) 

 Fig. 6(a), Fig. 6(b) and Fig. 6(c) indicates the half power beam width (HPBW) at resonant frequencies          

2.62 GHz, 3.8 GHz and 4.61 GHz, respectively. The half power band width plot indicates the angular width (in 

degrees) in which maximum power is radiated by antenna. The Fig. 6(a), Fig. 6(b) and Fig.6(c) show that the 

angular width (3dB) at resonant frequency of 2.62 GHz is 83.3 degree, at 3.8 GHz is 77.0 degree and at 4.61 GHz 

is 90.1 degree, respectively. 

 

 

Fig. 6(a) HPBW plot of slotted MPA at 2.62 GHz 
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Fig. 6(b) HPBW plot of slotted MPA at 3.8 GHz 

 

 

Fig. 6(c) HPBW plot of slotted MPA at 4.61 GHz 

VSWR  
 Fig. 7 depicts the simulated VSWR plot for designed MPA. Practically, the required value of VSWR 

should be less than 2. Fig. 7 show that value of VSWR for d e s i g n e d  MPA is less than 2 in the operating 

frequency range of 2.39 GHz to 5.79 GHz. 

 

Fig. 7. VSWR plot of designed MPA 

Smith Chart : Fig. 8 indicates Smith chart plot for d e s i g n e d  MPA. The Smith Chart plot indicates 

that the variation of impedance of antenna with frequency. The value of impedance should lie near 50 ohms 

in order to perfectly match the port impedance with the antenna impedance for maximum transfer of power to 

antenna. The antenna impedance for designed MPA antenna is 49.85 Ω. 

 

Fig. 8. Smith Chart plot of designed MPA 
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Current Density 

 The surface current (H-field) plot indicates the current distribution on the patch surface of antenna. The 

arrows indicate the direction of power flow back and forth per cycle from the feed to the patch. The arrows in 

forward direction indicate that the power is radiated in forward direction and the arrow in reverse direction 

indicates the power reflected back from antenna. The surface current plot at resonant frequencies of 2.6 GHz, 3.8 

GHz, 4.61GHz is shown in the Fig. 9(a), Fig. 9(b) and Fig. 9(c), respectively. 

 

 

Fig. 9(a) Surface current plot of MPA at 2.62 GHz 

 

Fig. 9(b) Surface current plot of MPA at 3.8 GHz 

 

Fig. 9(c) Surface current plot of MPA at 4.61 GHz 

IV. EXPERIMENTAL VERIFICATION 
 The proposed antenna has been physically designed as shown in Fig. 10 and tested using E5071C ENA 

series Network Analyzer. The Experimental practical results of designed slotted antenna are shown in Fig. 11. It 

has been observed that return loss at resonant frequencies of 2.62 GHz, 3.8 GHz, and 4.61 GHz is -24.89 dB, -

20.925 dB,     -28.991 dB, respectively. The bandwidth calculated from practical results of designed MPA is 3.23 

GHz. 
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Fig. 10 Fabricated Microstrip Antenna 

 

 
 

Fig. 11 Experimental Results for fabricated MPA 

 

V. CONCLUSION 
 From the above discussion, it has been concluded that the slotted microstrip patch antenna has 

bandwidth of 3.40 GHz with operating frequency range from 2.39 GHz to 5.79 GHz and corresponding 

resonant frequencies are 2.62 GHz, 3.8 GHz and 4.61 GHz. The directivity corresponding to resonant 

frequencies of                2.62 GHz, 3.8 GHz and 4.61 GHz are 2 . 6 1 dBi, 3.66 dBi and 3.5 dBi, respectively. 

The gain at 2.62 GHz, 3.8 GHz and 4.61 GHz is 3.7 dB, 4.73 dB and 4.54 dB, respectively. The return 

loss is -37.16 dB at 2.62 GHz,-25.26 dB at 3.8 GHz and -30.87 dB at 4.61 GHz, respectively. The VSWR 

for slotted microstrip patch antenna is less than 2. The simulated results of the designed slotted antenna closely 

match with practical results. It has been observed that the practical results of designed MPA have return loss of -

24.89 dB, -24.89 dB, -20.925 dB, -28.991 dB at 2.62 GHz, 3.8 GHz and 4.61 GHz, respectively. The bandwidth 

obtained from practical results of designed MPA has been 3.23 GHz having frequency range from 2.29 GHz to 

5.52 GHz. The designed antenna is suitable to be used for Bluetooth (2.4 GHz to 2.5 GHz [8]), IMT (2.3 GHz 

to 2.4 GHz,   2.7 GHz to 2.9 GHz, 3.4 GHz to 4.2 GHz, 4.4 GHz to 4.9 GHz [8]), WLAN standard (2.4 GHz 

to 2.484 GHz, 5.15 GHz to 5.35 GHz, 5.725 GHz to 5.825 [8]) and WiMAX (2.5 GHz to   2.69 GHz, 3.4 GHz to 

3.69 GHz, 5.25 GHz to 5.85 GHz [8]) applications [8]. 
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ABSTRACT : The study appraised the facilities and the maintenance management strategies employed in 

selected industrial estates in Lagos State by identifying and examining facilities maintenance strategies, and 

determining their impact on the physical condition of the facilities. This was with a view to establishing the 

optimal strategies. Data were sourced using structured questionnaire administered on the staff of maintenance 

department of the industrial firms located in the estates, only building materials and plastic manufacturing 

industries were purposively selected. The Spearman correlation between reactive maintenance and the physical 

condition of the walls, roofs, floors, windows and doors, electrical fittings, plumbing, manufacturing plant, and 

generators had R values of  0.113, 0.24, 0.14, 0.26, 0.28, 0.23, 0.32, 0.41 respectively. The result showed a 

weak positive correlation (statistic) between reactive maintenance and the physical condition of the facilities.  

The result of analysis of variance (ANOVA) computed between types of maintenance strategies and the 

respondents’ level of satisfaction on the physical condition of their facilities revealed that the different F values 

were all greater than 0.05 (P >0.05). In other words there was no significant relationship between the types of 

maintenance strategies and the respondents’ level of satisfaction with the physical condition of their facilities, 

thus the types of maintenance strategy currently used in the maintenance of industrial facilities had no influence 

on the physical condition of industrial facilities. 
 

KEY WORDS: Maintenance, Strategies, Performance, Industrial facilities, Industrial estates. 

 

I. INTRODUCTION 
 Maintenance with respect to facilities and their services is a continued process of the construction 

industry. Maintenance has ceased to be considered a tactical subject with relevant repercussion regarding 

company cost, but not profits, and started to be viewed as having a strategic dimension, due to its implication in 

quality, availability, safety and cost, making it just another requirement for doing business [1, 2, 3]. As a result 

maintenance performance has direct influence on the fulfilling of the objectives established by an organisation, 

Consequently, the maintenance function is an important element of modern business and must be managed 

effectively [4].Therefore, the need for adequate maintenance of the nations assets cannot be over emphasized, 

especially the industrial sector, which is generally believed to be the life wire of the nation’s economy. The 

author in [5] noted that an effective maintenance management system might be characterized as the product of 

prudence, of the sentiment that “a stitch in time saves nine” The author in [6] maintained that good maintenance 

management systems are essential for economically viable and operationally safe facilities. Also, the author in [7] 

noted that recent research has identified a growing recognition by business managers that the standard of property 

and facilities management affects the organization as a whole in terms of cost efficiency, service delivery and 

performance, as well as protecting this substantial property asset. It is generally believed that Industrial sectors 

are not getting much subsidies and support from the government in real term as expected, and there is thus a 

greater need for proactive, rather than preventive maintenance management of these facilities [8]. Having an 

effective maintenance management system in place is critical for maintenance managers of industrial facilities to 

ensure that maintenance expenditure are kept to a minimum. 
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Many authorities have studied various aspects of plant maintenance in isolation neglecting such 

critical issues as the state and conditions of industrial facilities, the effects of maintenance strategies and the 

impact they have on operational performance of the industrial facilities. This study sought to bring the various 

aspects of industrial facilities maintenance together to provide a holistic view of the problem and to show how 

they collectively impact on maintenance of industrial facilities. Through this approach it is believed that 

maintenance managers of industrial facilities will have a better understanding of the problems and be able to 

formulate policies to guide their operations from strategy to operational performance.This study appraises 

facilities maintenance strategies with a view to determining their impact on the performance of industrial 

facilities. The research work covered only industrial facilities located within the selected industrial estates namely 

the buildings and facilities within, services, manufacturing plants, driven equipments and the overall cleanings of 

the surroundings. Only building materials and plastic manufacturing companies listed in the Nigeria business 

directory and located within the industrial estates were sampled for this research. 

 

II. MAINTENANCE STRATEGIES 
  The author in [9] identified three strategies, namely: the reactive (day to day) repair preventive 

(including cyclic and condition-based) maintenance and upgrading. However they fail to include such other 

maintenance objectives such as satisfy specific and personal changes in taste and to fulfil statutory requirements. 

According to [10] maintenance manager can decide to carry out periodic maintenance at fixed intervals or carry 

out regular inspections or simply respond to user request after failure has occurred. The author in [11] believe 

that all maintenance actions are performed either in anticipation of an element’s failure or to logically correct an 

existing defect.Other authors refer to proactive maintenance and reactive maintenance as planned and unplanned 

maintenance respectively [12, 13 cited in 14]. The author in [15] noted that maintenance strategy in general 

includes corrective, preventive or condition-based maintenance 

 

Corrective Maintenance : It has been described as unplanned maintenance [16, 10, and 14]. But the word 

unplanned is not appropriate in that maintenance action is planned but the logistics of execution allows work to 

be done only after failure has occurred. The underlying concept is that ALL engineered items are known to fail 

or deteriorate with time and showing failure is expected or anticipated in facilities. Maintenance may then be 

FIXED-time OR UNFIXED-TIME based. In the case of reactive maintenance strategy, maintenance action is 

planned and executed in reaction to a failure occurrence (post failure planning). In this strategic sense, 

maintenance is in the form of repair work or replacement, and is only performed when facility has failed. 

Reactive maintenance is merely expressed as a maintenance strategy in which deed of maintenance is actually a 

reaction to a failure occurrence [17, 9, 18 and 19]. An effective maintenance unit is expected to draw up work 

programme stating standard procedure to follow upon failure of any component.  

There is a strong correlation between safety incidents, injuries, and reactive maintenance. In a reactive situation, 

maintenance personnel may not take the time they should to plan and think before taking action. The urgent 

"must be fixed" situation also encourages maintenance crafts people to adopt so called "heroic" measures and 

take risks they should not take. A reactive, "run till it breakdown", maintenance strategy is often taken for low 

cost items such as light bulb replacement or for equipment with unpredictable lifespan that are so crucial to 

operations. The result of reactive maintenance is a steady degradation of equipment performance or a sudden 

breakdown of equipment. There are some industries that still survive by using a reactive approach, such as 

certain sectors of the food processing industry. Citing a few large bakeries, for instance they might have three 

lines running concurrently; if one fails the other two will take up the slack. 

 

Planned Preventive Maintenance (PPM) 

  Planned maintenance is also known as forward maintenance and involves the forecasting of 

maintenance needs [20]. In planned preventive maintenance, works are scheduled to be carried out at 

predetermined times. PPM applies where the incidence of failure can be predicted with some accuracy or where 

the periods are fixed by statute or contract e.g. the terms in a lease requiring painting to be undertaken at fixed 

intervals [21]. According to the author in [22] planned maintenance is introduced to overcome the disadvantages 

of corrective maintenance with the primary objective of minimizing the total cost of inspection and repair and 

equipment downtime. It is maintenance which can be carried out while an item is in service. It is a concept 

which is probably more applicable to plant and equipment which is subject to mechanical wear but there are 

certain building elements which justify this treatment [21]. The author in [23 cited in 21] suggests that planned 

preventive maintenance is worthwhile if: is cost effective, intended to meet statutory or other legal requirements, 

meets a client need from an operating point of view, reduce the incidence of maintenance necessitating 

requisitions for work from user, there is a predominant incidence of work for the craftsman rather than pure 

inspection. In planned preventive maintenance, 
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planning and execution of maintenance work is carried out in anticipation of failure of facility (pro-

active). Preventive maintenance, unlike corrective maintenance, is the practice of replacing components or 

subsystems before they fail in order to promote continuous system operation. The schedule for preventive 

maintenance is based on observation of past system behavior, component wear-out mechanisms and knowledge 

of which components are vital to continued system operation. Cost is always a factor in the scheduling of 

preventive maintenance. Reliability can also be a factor but cost is a more general term because reliability and 

risk can be expressed in terms of cost. In many circumstances, it is financially more judicious to replace parts or 

components that have not failed at predetermined intervals rather than wait for a system failure that may result 

in a costly disruption in operations.  

 

Condition Based Maintenance (CBM) : This system is also called “Condition controlled maintenance and its 

presupposes that there will be inspection at appropriate intervals in order to determine by visual means or 

measure whether or not the condition of the elements or their performance has deteriorated below that laid down 

[21]. The author in [24] defined condition-based maintenance as “maintenance carried out in response to a 

significant deterioration in a unit as indicated by a change in a monitored parameter of the unit’s condition or 

performance while the author in [14] observed that under the CBM concept, a change in condition of the facility 

is the primary reason for carrying out maintenance on an item. Thus, the optimal time to execute maintenance 

work is determined from a condition survey, which shows the actual state of each constituent item in a facility. 

In the case of buildings, this entails physical close inspection of the structure and its external cladding, all 

internal surfaces and fittings [9]. 

 

The author in [25] researched on condition monitoring in the 21
st
 century. He carried out a strategic 

review of CBM market place in order to identify and assess the changes occurring within the industry and 

opportunities and threats that the change represented to the organizations. The study outlined some of the key 

business opportunities and issues which are driving changes in the industry, some resulting trends were drawn 

and some condition regarding the implication of the trends for CBM equipment manufacturers suppliers and 

contractors. The author in [26] research investigated whether it is possible to retrospectively improve the quality 

of facilities failure histories stored in CMM systems. Finding revealed that it is possible to use the reliability 

centred maintenance and computerize maintenance management systems (RCM and CMMS) data in an ongoing 

manner and improved   its usefulness over time as well as improve historical work orders. Research was carried 

out using engine data from HMAS Anzac on plant maintenance. The author in [25] study reviewed RCM and 

outlined some of the results that have been achieved, and how they have been achieved on different case study 

of maintaining mobile equipment. The study showed that the traditional approach to maintenance of mobile 

equipment based on fixed interval component replacement and overhaul is rapidly dying and in its place is a 

new framework for maintaining this equipment using condition based maintenance approaches, which focuses 

strongly on the consequences of failure. This work focuses mainly on plant neglecting other facilities that are 

also very important to the organization. The author in [27] conducted a CBM survey designed to determine 

present applications of CBM systems with industry. The study revealed that CBM is a globally accepted 

maintenance practice. CBM is most widely used within the manufacturing petroleum refining, chemical and 

associated products business sector. 

No study has examined the impact of maintenance strategies on the performance of industrial facilities in 

Nigeria, this study will attempt to fill this gap. 

III. RESEARCH METHODOLOGY 

The research procedure and methods employed in this research cut across the study population and data 

requirement, sample frame, sampling techniques, sample size, choice of data collection instruments, 

questionnaire design and techniques of data analysis and presentation.   The study population was primarily the 

maintenance staff of building and plastics manufacturing industries registered with the manufacturers association 

of Nigeria and located within the selected industrial estates in Lagos state. Maintenance staff comprises technical 

and administrative staff of maintenance department, maintenance supervisors, and facilities maintenance 

managers.  Data collected for this study were primary data quantitative and qualitative in nature.  The primary 

data collected was through questionnaires administered on the staff of maintenance departments of building 

materials and plastic manufacturing companies in the selected industrial estates.  The sample frame covers all the 

industrial estates in Lagos. Twenty Two (22) Industrial estates were identified in Lagos State based on 

information on directory of manufacturing companies prepare by Lagos State Ministry of Commerce, Industry 

and Tourism. Table 1 shows the list of Industrial Estates located in Lagos State.    A total of twenty two (22) 

industrial estates were identified based on information from the directory of manufacturing companies. The 

statistically required sample size was calculated from the formula given by the author in [29] as follows: 

n= n1/[1+n1/N] 
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Where; 

n= sample size 

n1 = S1/V2 

N= total estimated population  

V= standard error of the sampling distribution = 0.05 

 S1= Maximum standard deviation in population. Total error=0.1 at a confidence level of 95% and S2=(p)x(1-

P)= (0.5) x (0.5) = (0.25) where p is a proportion of population elements that belong to a defined class. From this 

formula the sample size for the industrial estates obtained was n= 18 

 

A total of three hundred and twenty two (322) companies are located within the industrial estates in 

Lagos state. For homogeneity of data only building materials and plastic manufacturing industries were 

purposively selected.   There are 54 of such Companies on the register, using the same Sediary equation 35 

firms was calculated as the sample size   which were selected randomly   A total number of thirty five (35) 

companies was used for this sample, for uniformity and convenience ten questionnaires were administered to the 

maintenance staff in each of the 35 industrial Firms selected giving a total of 350 questionnaires. In order to 

determine the relationship and the degree of impact the various maintenance strategies have on the performance  

of building elements/components correlation analysis were computed for the variables and also a chi- square 

tests was carried out in order to test the level of significant between the variables.  In order to determine the 

influence on type of maintenance strategy on the respondents’ level of satisfaction with the physical condition of 

industrial facilities analysis of variance was computed between the variables. 

 

IV. DATA ANALYSIS AND DISCUSION OF RESULTS 

Table 2 shows the correlation analysis between reactive maintenance strategy and the performance of 

building elements and facilities. Spearmen correlation value for wall = 0.113. This shows that there is a weak 

positive correlation between reactive/corrective maintenance strategy the physical condition of the wall 

elements it also shows that only 11% of the wall elements is affected as a result of reactive maintenance 

strategy. The chi square tests calculated is 0.061 which is greater than 0.05 and therefore shows that there is no 

significant relationship between reactive/corrective maintenance and the physical condition of the 

wall.Specimen’s correlation has R. value of Roof =0.240, this means that there is a positive correlation between 

reactive maintenance strategy and the physical condition of the roof, but the relationship is weak. It also shows 

that only 24% of the performance of roof element was as a result of corrective/reactive maintenance strategy. 

The chi-square calculated is equal to 0.006 which is less than 0.05 and therefore means that there is a significant 

relationship between reactive maintenance strategy and the roof performance. 

 

Spearman correlation has R value of floors= 0.142. This shows that there is a weak positive correlation 

between reactive maintenance and the physical condition of the floor. it also shows that only 14% of the 

performance of floor elements were as a result of reactive maintenance strategy. The Pearson chi-square values 

is 0.83, which is greater than 0.05 (0.83>0.05) and shows that there is no significant relationship between 

reactive maintenance strategy and the physical condition of the floors. Windows/doors spearman correlation R 

value = 0.257 which means that there is a weak positive correlation between reactive maintenance strategy and 

the physical condition of the windows/doors. It also means that only 26% of the performances of windows 

/doors elements were as a result of reactive /corrective maintenance strategy. The chi-square value is = 0.001 

which is less than 0.05 (0.001<0.05) which is shows that there is a significant relationship between reactive 

maintenance strategy and the physical conditions of the windows and doors. 

 

Spearman correlation R value of electrical fittings= 0.276 which means that there is a weak positive 

correlation between reactive maintenance and the physical conditions of electrical fittings. it also means that 

28% of the performance of electrical fitting is as a result of the maintenance strategy used. The chi-square value 

equal 0.000 which is less than 0.05 (0.00<0.05) means there is a significant relationship between reactive 

maintenance strategy and the physical condition of the electrical fittings.The spearman correlation R value of 

plumbing fittings and appliance = 0.227 which show a weak positive correlation between corrective 

maintenance and the performance of the plumbing service. It equally means that only 23% of the performance 

of plumbing services were as result of reactive maintenance strategy. The chi-square value equal 0.003, which is 

less than 0.005 (0.003 <0.005) mean that there is a significant relationship between reactive maintenance 

strategy and the performance of the plumbing services in the buildings.The correlation R values of the Air- 

Conditioning Units= 0.359, which means a weak positive correlation between reactive maintenance and the 

performance of the air conditioning units/. It equally shows that only 36% of the performance of the air-

conditioning units was as a result of reactive maintenance strategy. The Pearson chi-square values 0.000 at 95% 

which less than 0.005. 
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 This means that there is a significant relationship between the reactive maintenances and the 

performance of the air conditioning of units. The spearman correlation R value of the driven equipment = 0.32, 

this means that there is a weak positive correlation between reactive maintenance strategy and the performance 

of the driven equipment. it also shows that only 32% of the performance of the driven equipment is a result of 

reactive maintenance. The chi-square value is 0.000 which is less than 0.005; it means that there is a significant 

relationship between reactive maintenance and the performance of the driven equipment.The spearman 

correlation R value of generators = 0.40 which means that there is a weak positive correlation between reactive 

maintenance and the performance of the standby generators. it equal means that 40% of the performance of the 

standby generators were as a result of reactive maintenance strategy. The chi-square value is 0.00 which is less 

than 0.05. It shows that there is a significant relationship between reactive maintenance strategy and the 

performance of the stand-by generators.  

 

The spearman correlation R value of sewage disposal systems = 0.30 which means that there is a weak 

positive correlation between reactive maintenance strategy and the performance of the sewage disposal systems. 

It equally shows that only 30% of the performance of the sewage disposal system is as a result of the 

maintenance strategy used. The chi-square values is 0.00 which is less than 0.05 this means that, there is a 

significant relationship between reactive maintenance and the physical condition of the sewage disposal 

systems.The spearman’s correlation R value of the drinking fountains = 0.354which means a weak positive 

correlation between reactive maintenance and the performance of the drinking fountains. It also shows that only 

35% of the performance of the drinking fountains was as a result of the reactive maintenance strategy. The chi-

square value = 0.000 which at 95% confidence. Limit, which is less than 0.05 It means that there is a significant 

relationship of the performance drinking fountains and reactive maintenance strategy.      Table 3 shows the 

correlation coefficient R values and chi-square values for planned preventive maintenance and the physical 

conditions of the building elements /components. The R values of the physical condition of wall = .135, ROOF 

= -0.34, floor = .116, electrical fittings = -0.37, plumbing =-0.92 Air condition units = -.028, Driven equipment 

= <.011. This means that there is a weak negative correlation between planned preventive maintenance and the 

physical conditions of the above mentioned building elements /components. The R values of the physical 

condition of the remaining Building elements /components of window/door = .010, fire safety = .084, motor = 

.088, generator = .041, sewage disposal system s= .048, drinking fountains = .064. This means that there is a 

weak positive correlation between the planned preventive maintenance strategy and the physical conditions of 

the building elements/components mentioned above. The result reveals that in all the elements /components, not 

up to 15% of their physical condition was as a result of planned preventive maintenance strategy. Only the chi 

square values calculated for motors, and air-conditioning units were significant for this maintenance strategy.  

The implication is that most of the industrial Firms sampled rate of adoption and usage planned preventive 

maintenance as low and as a result could not have much impact in the physical conditions of their facilities.  

 

Table 4 shows the R values of the spearman correlation between the condition-based maintenance 

strategy and the physical condition of the building element/components the R values obtained show that there is 

virtually no correlation between the variables and not up to 8% of the building element /component were as a 

result of condition based maintenance strategy. This is so because the percentage of industrial firms using 

condition based maintenance strategy were found to be low and as such could not have impact on the 

performance of the facilities.  

  

Analysis of Variance (ANOVA) of type of maintenance strategy and the respondents level of satisfaction 

with the physical condition of industrial facilities. 

Table 6 shows the result of analysis of variance (ANOVA) computed between types of maintenance 

strategies and the respondents’ level of satisfaction on the performance of their facilities .The result shows that 

there is no significant relationship between the types of maintenance strategies and the respondents’ level of 

satisfaction with the physical condition of their facilities. This means that the types of maintenance strategy 

currently used in the maintenance of industrial facilities in the study area had no significant influence on the 

performance of the facilities. 

  

V. DISCUSSION OF FINDINGS 
            In order test for the relationship and the degree of impact between the type of maintenance strategy 

adopted in an organization and the physical condition of industrial facilities, spearman’s correlation coefficient 

was calculated between the variables. The finding reveals that in all the case of reactive maintenance strategy, 

that there is a weak positive correlation between reactive maintenance and the performance of the industrial 

facilities.  
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The R values for reactive maintenance and the physical condition of the structural elements of the 

building (foundation, walls beam and column) = 0.113; which mean a weak positive correlation, but the chi-

square value = 0.061 >0.05 at 95% confidence limit this means that although there exist a weak relationship 

between reactive maintenance strategy and the structural elements of the building, that the relationship is not 

significant.. The spearman’s correlation (R value) for reactive maintenance strategy and the physical condition 

of the roof is 0.240, meaning that there is a weak positive correlation between reactive maintenance and the roof 

condition. The result also shows that only 24% of the physical condition of the roof was as result of reactive 

maintenance strategy. The Chi-square value for drinking fountain = 0.00< 0.05. The chi square values computed 

between reactive maintenance strategy and the physical condition of the walls = 0.061, and floors = 0.83, both 

values were greater than 0.05 which mean that there is no significant relationship between reactive maintenance 

strategy and the physical conditions of the walls and floor. But in all other cases the chi square values were less 

than 0.05 <0.05 which shows that a significant relationship was established between reactive maintenance 

strategy and the physical condition of industrial facilities. The finding also revealed that reactive /corrective 

maintenance strategy was the most widely used maintenance strategy in all the industrial firms sampled.  

    

The finding reveals that in all the facilities not up to 15% of their performance were as a result of planned 

preventive maintenance (PPM) strategy and only the chi square values calculated for manufacturing plant and 

air-conditioning units were significant for the PPM strategy. The PPM strategy could not have much impact on 

the performance of the industrial facilities probably because the adaptation and usage of the PPM strategy were 

rated low among the industrial firms sampled. The finding reveals that there was no correlation between 

condition-based maintenance strategy and the physical condition of industrial facilities. This could be explained 

to be due to the very low adoption and usage of the condition based maintenance in the industrial firms sampled.  

 

VI. CONCLUSION 
 The study was focused on appraising the state and maintenance of industrial facilities, maintenance 

strategies adopted, and the impact of the strategies on the performance of the facilities. The most widely 

maintenance strategy used by maintenance department of building manufacturing and plastic industries in Lagos 

state was reactive maintenance.A weak positive correlation was established between maintenance strategy 

adopted and the performance of industrial facilities. The contribution of the study for the literature of industrial 

facilities maintenance is both methodological and theoretical. The methodological contributions involve efforts 

at establishing a relationship between maintenance strategy and the physical conductions and performance of 

industrial facilities. The research is also providing reliable data on the state of industrial facilities and the impact 

of maintenance strategies on the physical condition of the facilities. While the theoretical contribution lies in 

establishment of link between of maintenance staff and their attitude toward maintenance of facilities, and 

preference in the choice of a particular maintenance strategy. Some of the findings of the study provide possible 

directions for further research. The study only examined facilities maintenance management strategy in the 

building and plastic manufacturing firms. Further research should be carried out in the following areas:  

[1]  It is worthwhile to look into maintenance management strategy in other industries such as food process, 

breweries etc. This is to establish if there are differences in the performance and therefore compare the 

opinions of the maintenance staff on the state of physical conditions of the facilities and maintenance 

strategies adopted.  

[2] Further research work can be carried out on facilities maintenance management practice of industrial plant 

and machinery. This was not considered as part of the research work due to engineering professionalism 

involved. 
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Table 1. Industrial estates in Lagos state 

 
S/N Location  Year of Establishment   Size in Hectares  

1 Apapa 1957 100 

2 Matori 1958 120 
3 Ikeja 1959 180 

4 Ilupeju 1962 110 

³ Ijora 1965 160 
6 Iganmu 1965 80 

7 Oshodi/Isolo 1968 120 

8 Amuwo-odofin 1969 200 
9 Ogba 1969 150 

10 Oregun 1981 100 

11 Agidingba (CBD) 1969 97 
12 Gbagada 1958 50 

13 Ikorodu 1976 1,582.27 

14 Surulere 1981 20 
15 Badiya 1958 15 

16 Oyadiran/Yaba 1970 20 

17 Ilasamaja 1971 60 
18 Lagos South-West 1972 317.04 

19 Kirikiri 1981 30 

20 Abesan/Ipaja 1981 100 
21 Akowonjo 1976 50 

22 Oko-afo/Ilogbo 1981 - 

Source: [28] 
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Table 2. Correlation coefficient and the chi square of Corrective Maintenance values and the building 

elements/facilities sampled. 

 

Physical  condition of element/components  R values  Chi-square values  

Walls  0.113 0.610 

Roof 0.240 0.006 

Floors  

Windows/doors  

0.142 

0.257 

0.830 

0.001 

Electrical fittings  0.276 0.000 

Plumbing  0.227 0.003 

Fire safety equipment  0.115 0.620 

Motor  0.356 0.001 

Air condition unit 0.359 0.000 

Driven equipment  0.320 0.000 

Generators  0.400 0.000 

Sewage disposal systems   0.300 0.000 

Drinking fountain  0.354 0.000 

   

   

 

Table 3. Correlation coefficient and the chi square of PPM values and the building elements/components 

sampled. 

 
Physical  condition of element/components  R values  Chi-square values  

Walls  -.135 .0.98 
Roof -0.34 .934 

Floors  

Windows/doors  

-.116 

.010 

.030 

.297 

Electrical fittings  -.037 .523 
Plumbing  -.092 .180 

Fire safety equipment  .084 .582 

Motor  .088 .002 
Air condition unit -.028 .001 

Driven equipment  -.011 .017 

Generators  .048 .011 
Sewage disposal systems   .149 .040 

Drinking fountain  064 .009 

   
   

 

Table 4. Spearman correlation coefficient and chi-square values of condition based maintenance (CBM) and the 

physical conditions of the Building elements /components. 

 

Physical condition of 

element/components  

R values  Chi-square values  

Walls  .036 .263 

Roof .060 .324 

Floors  -.051 .077 

Windows/doors  -.020 .027 

Electrical fittings  -.092 .017 

Plumbing  -.125 .005 

Fire safety equipment  .032 .413 

Motors  -.060 .475 

Air condition unit -.170 .016 

Driven equipment  -.164 .001 

Generators  -.120 .050 

Sewage disposal systems   -.068 .003 

Drinking fountain  -.099 .000 

Foundation  -.038 .392 
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Table 5. Spearman correlation coefficient and chi square values of time based maintenance strategy and the 

physical condition of the building elements /components. 

 

Physical condition of element/components  R values  Chi-square values  

Walls  -.064 0.015 

Roof .029 0.282 

Floors  -.039 0.113 

Windows/doors  -.010 0.000 

Electrical fittings  .063 0.003 

Plumbing  .021 0.254 

Fire safety equipment  -.074 0.063 

Motors  -.033 0.306 

Air condition unit -073 0.278 

Driven equipment  -.017 0.000 

Generators  -.023 0.001 

Sewage disposal systems   .105 0.109 

Drinking fountain  .060 0.104 

Foundation  -.054 0.269 

 

Table 6. Analysis of variance values (ANOVA) of type of maintenance strategy and the performance of 

industrial facilities as perceived by maintenance staff 

 

Description F Significance 

   

exterior wall condition 1.057 .393 

interior wall condition .670 .698 

exterior wall finish condition 1.909 .070 

roof condition 1.367 .221 

window condition 1.125 .221 

door condition 1.800 .089 

structural condition 1.804 .088 

electrical condition .759 .622 

fire safety 1.295 .254 

 rest infestation 1.466 .181 

plumbing condition 1.792 .090 

overall cleanliness 1.674 .117 

Motors 1.846 .080. 

driven equipment 1.875  .075 

Generators 1.718 106 
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ABSTRACT: There are multiple solutions in which line current is sinusoidal. In addition, in the recent years, a 

great number of circuits have been proposed with non sinusoidal line current. In this paper, a review of the most 

interesting solutions for single phase and low power applications is carried out. They are classified attending to 

the line current waveform, energy processing, number of switches, control loops, etc. The major advantages and 

disadvantages are highlighted and the field of application is found. The paper presents performance analysis of 

modified SEPIC dc-dc converter with low input voltage and wide output voltage range. The operational analysis 
and the design is done for the 380W power output of the modified converter. The simulation results of modified 

SEPIC converter are obtained with PI controller for the output voltage. The results obtained with the modified 

converter are compared with the basic SEPIC converter topology for the rise time, peak time, settling time and 

steady state error of the output response for open loop. Voltage tracking curve is also shown for wide output 

voltage range. 

 

KEYWORDS: Dc-dc Power Conversion, SEPIC Converter. 
 

 

I. INTRODUCTION 

 POWER supplies connected to ac mains introduce harmonic currents in the utility. It is very well 
known that these harmonic currents cause several problems such as voltage distortion, heating, noise and reduce 

the capability of the line to provide energy. This fact and the need to comply with “standards” or 

“recommendations” have forced to use power factor correction in power supplies. Unity power factor and tight 

output voltage regulation are achieved with the very well known two stage approach, shown in Fig. 1. Since the 

power stage is composed by two converters, size, cost and efficiency are penalized, mainly in low power 

applications. However, this is probably the best option for ac-dc converters due to the following reasons. 

[1] Sinusoidal line current guarantees the compliance of any Regulation. 

[2] It gives good performance under universal line voltage. 

[3] It offers many possibilities to implement both the isolation between line and load, and the hold-up time. 

[4] The penalty on the efficiency due to the double energy processing is partially compensated by the fact that 

the voltage on the storage capacitor is controlled. The fact of having a constant input voltage allows a good 

design of the second stage. 
 

 
 

Fig. 1. Two stage ac-dc PFC converter. 
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Dc-dc converters are widely used in regulated switched mode dc power supplies and in dc motor drive 

applications. The input to these converters is often an unregulated dc voltage, which is obtained by 

rectifying the line voltage and it will therefore fluctuate due to variations of the line voltages. Switched mode 

dc-dc converters are used to convert this unregulated dc input into a controlled dc output at a desired voltage 

level. The recent growth of battery powered applications and low voltage storage elements are increasing the 

demand of efficient step-up dc–dc converters. Typical applications are in adjustable speed drives, switch-mode  

 

 

 

 

 

 

Fig. 2: Circuit of the Modified SEPIC 
 

 power supplies, uninterrupted power supplies, and utility interface with nonconventional energy 

sources, battery energy storage systems, battery charging for electric vehicles, and power supplies for 

telecommunication systems etc.. These applications demand high step-up static gain, high efficiency and reduced 

weight, volume and cost. The step-up stage normally is the critical point for the design of high efficiency converters 

due to the operation with high input current and high output voltage [1]. The boost converter topology is highly 

effective in these applications but at low line voltage in boost converter, the switching losses are high because the 

input current has the maximum value and the highest step-up conversion is required. The inductor has to be 

oversized for the large current at low line input. As a result, a boost converter designed for universal-input 

applications is heavily oversized compared to a converter designed for a narrow range of input ac line voltage 
[2]. However, recently new non-isolated dc–dc converter topologies with basic boost are proposed, showing that it 

is possible to obtain high static gain, low voltage stress and low losses, improving the performance with respect 

to the classical topologies. Some single stage high power factor rectifiers are presented in [3-6]. A new alternative 

for the implementation of high step-up structures is proposed in this paper with the use of the voltage multiplier 

cells integrated with basic non-isolated dc–dc converters. The uses of the voltage multiplier in the basic dc–dc 

converters add new operation characteristics, becoming the resultant structure well suited to implement high-

static gain step-up converters [7]. The use of high static gain and low-switch voltage topologies can improve the 

efficiency operating with low input voltage, as presented in [8-10]. 

 

II. OVERVIEW OF CIRCUIT AND ITS WORKING 

 The voltage multiplier technique is used to increase the static gain of single-phase boost dc–dc 

converters. The modified SEPIC converter is accomplished by including of the diode DM and the capacitor CM in 
basic SEPIC converter. An adaptation of the voltage multiplier technique with the SEPIC converter is presented in 

fig.1. Many operational characteristics of the basic SEPIC converter are changed with the proposed 

modification. The capacitor CM  is charged with the output voltage of the basic boost converter. Therefore, the 

voltage applied to the inductor L2 during the conduction of the power switch S is higher than that in the basic 

sepic converter, thereby increasing the static gain. 

The principle of operation of the modified SEPIC converter presents the following two operation stages. 

First stage (switch is off) Second  stage (switch is on) 

 

 

 
 

 

 

 

The principle of operation of first stage is shown in the fig. 3. 



American Journal of Engineering Research (AJER) 2014 
 

 
w w w . a j e r . o r g   

 
Page 182 

 
Fig. 3: First Stage (Switch is Off) 

 

The first stage of operation varies from time t0 to t1. At the instant t0, the switch S is turned-off and the energy 

stored in the input inductor L1 is transferred to the output through the capacitor Cs and output diode Do, and 

also to the capacitor CM  through the diode DM. Therefore, the switch voltage is equal to the capacitor CM 
voltage. The energy stored in the inductor L2 is transferred to the output through the diode Do. The principle of 

operation of second stage is shown in the fig. 4. 

 
Fig. 4: Second Stage (Switch is ON) 

 
 The second stage operation varies from time t1 to t2. At the instant t1, the switch S is turned-on and the 

diodes DM and Do are blocked, and the inductors L1 and L2 store energy. The input voltage is applied to the input 

inductor L1 and the voltage VCS −VCM is applied to the inductor L2. The voltage VCM is higher than the voltage 

VCS.The operating waveforms of modified SEPIC converter are presented in fig. 5. The voltage in all diodes and 

the power switch is equal to the capacitor CM voltage. The output voltage is equal to the sum of the voltages 

across capacitors CS and CM respectively. The average L1 inductor current is equal to the input current and the 

average L2 inductor current is equal to the output current [11]. The second stage operation varies from time t1 to 

t2. At the instant t1, the switch S is turned-on and the diodes DM and Do are blocked, and the inductors L1 and L2 

store energy. The input voltage is applied to the input inductor L1 and the voltage VCS −VCM is applied to the 

inductor L2. The voltage VCM is higher than the voltage VCS. The operating waveforms of modified SEPIC 

converter are presented in fig. 5. The voltage in all diodes and the power switch is equal to the capacitor CM 
voltage. The output voltage is equal to the sum of the voltages across capacitors CS and CM respectively. The 

average L1 inductor current is equal to the input current and the average L2 inductor current is equal to the 

output current [11]. 

III.  MODIFIED SEPIC 
 Static gain is a measure of the ability of a circuit to increase the power from the input to the output. It is 

usually defined as the ratio of the output to the input of a system. At the steady state for the inductor L1, the 

relation presented in (1) occurs: 

𝐕𝐢 𝒕𝒐𝒏 + 𝒕𝒐𝒇𝒇 = 𝑽𝑪𝑴  𝒕𝒐𝒇𝒇…………….(1) 

𝑽𝒊𝑫 =  𝑽𝑪𝑴 − 𝑽𝒊 (𝟏 − 𝑫)…………….(2) 

 
Therefore, the CM capacitor voltage is defined by (3), which is the same equation of the classical boost static 

gain given by 
𝑽𝑪𝑴

𝑽𝒊
=

𝟏

𝟏−𝑫
………………………..….(3) 

 

During the period where the power switch is turned-off (toff), the diodes DM and D0 are in conduction state, and 

the following relation can be defined: 

𝑽𝑶 = 𝑽𝑪𝑺 + 𝑽𝑪𝑴……………………....…(4) 

𝑽𝑪𝑺 = 𝑽𝑶 − 𝑽𝑪𝑴……….............................(5) 
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S 

The L2 average voltage is zero at the steady state, and the following relations can be considered 

As the basic sepic, boost, and the modified sepic converters present the same input stage, the equation for the 

determination of the input current ripple is the same for all converters. The input current ripple (ΔiL1) during the 

conduction of the power switch is defined by the following equation. 

∆𝒊𝑳𝟏 =
𝑽𝒊𝑫

𝒇𝑳𝟏
…………………….(6) 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Steady-State Operation Waveforms 

 

A. Input Current Ripple and L1–L2Inductances 

Where, f is the switching frequency. 

The input current ripple ΔiL1 considered is 18% of the peak input current (iinpk). Therefore, the input current 

ripple is calculated as follows: 

ΔiL1 = iinpk × 0.18 = 6.5 × 0.18 = 1.17A. 

The input inductance is calculated for the low input 

voltage. The input voltage Vi is 115 V, the converter duty cycle is equal to D = 0.5, with supply frequency 50Hz 
and switching frequency 48kHz. The input inductance calculated is equal to 

𝑳𝟏 =
𝑽𝒊𝑫

𝒇𝛁𝑰𝑳𝟏
………………(7) 

The input inductance value utilized in the simulation is equal to L1 = 1mH. As the average input current is higher 

than the average output current for a step-up converter, the L2 inductor volume is lower than the L1 inductor 

volume. The L2  inductance utilized in the simulation is half of the L1 inductance. The L2 inductance value 

utilized in the simulation is half of the L1inductance i.e. L2= 500μH. 

B. Series Capacitor Cs and Multiplier Capacitor Cm 

During the power switch turn-on period, the current in the CS and CM capacitances is equal to the L2 inductor 
current. The capacitor charge variation ΔQ is calculated as 

 

∆Q = iL2  DT………………………….(8) 

The high-frequency capacitor voltage ripple ΔVC can be defined  by equation , as a function of the capacitor 

charge variation. Therefore, the CS and CM capacitances can be defined as follows. 

 

𝑪 =
𝒊𝑳𝟐𝑫

𝒇∆𝑽𝑪
……………………(9)      

 

Where f is the switching frequency and C=CS=CM      
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For an input voltage equal to Vi = 115V and a maximum capacitor voltage ripple equal to 7% of the output 

voltage (ΔVc = 24.15 V), and the maximum inductor current L2 is assumed to 1.5A. The capacitors CS and CM 

can be determined from equation            

C = 647nF    

The capacitors utilized in the analysis of the proposed converter are, 

C = CS = CM = 660 nF.                                                     

 

C. Output Capacitor C0 

The output filter capacitance is defined by a function of the output power Po, the supply i.e. grid frequency fG, 

and the low frequency output voltage ripple ΔVo. The output voltage ripple is considered equal to 1% of the 

output voltage in calculation. The output capacitance is calculated as given below:  

𝑪𝑶 =
𝑷𝑶

𝟐𝝅𝒇𝑮 ∗ 𝟐𝑽𝑶∆𝑽𝑶

 

 

The output voltage is calculated from equation. Considering an output voltage ripple equal to 1% of the output 

voltage for the output power 380W, the output capacitor value is calculated from equation. 

Co = 500 μF 

IV. RESULT 
 The designed parameters of the modified SEPIC system is given in Table 1. The closed loop Simulink 

model for the modified SEPIC converter is shown in fig. 6. The single phase 115V, 50 Hz ac voltage is the input 

of the SEPIC. The input voltage waveform is shown in fig. 7. The input ac current is in phase with the input 

voltage waveform having almost unity power factor as shown in fig. 8. The low order harmonics are also absent 

in the input current, i.e., less current harmonics are injected into the utility. Fig. 9 and fig. 10, are the rectified 

input voltage and current waveforms respectively. Open loop output voltage waveforms of Basic SEPIC and 
Modified SEPIC are shown in fig. 11 and fig. 12, respectively. Different open loop parameters of the Basic and 

Modified SEPIC 

are given Table 2. Fig. 13, shows the output voltage stabilization at 345V, 500V and 600V step voltage 

references at time t=0, t=0.55 and t=0.8s 

respectively. 

Table 1: Parameters of the Modified SEPIC. 

 

 
                   

 

 

 

 

 

 

 

 

 

 

Fig. 6: Input Voltage (115V) Waveform 
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Fig. 7: Input Current Waveform 

 

 
Fig. 8: Rectified Input Voltage Waveform 

 

 

 

 

 

 

 

 

 
 

 

Fig. 9: Rectified Input Current Waveform 

 

 

 

 

 

 

 

 

 
 

Fig. 10: Output Voltage Waveform of the Basic SEPIC 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11: Output Voltage Waveform of the Modified SEPIC 
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Fig. 12: Output Voltage Variation 

 

V. CONCLUSION 
 Many proposed solutions for ac-dc power factor correction have been analyzed. They have been 

classified according to the line current waveform and their performance. If the purpose is to obtain a sinusoidal 

line current, the classical two-stage approach is the best option, mainly if universal   line voltage operation is 

required. It is desirable to include ZVS if it is feasible to implement it in any or both PFP and dc-dc converter. 
In general terms, the solutions based on a better energy management (either processing less energy or process it 

with higher efficiency) do not offer great advantages, unless the efficiency were the unique parameter to 

consider. Passive solutions are adequate in the low power range for simplicity.    A modified SEPIC converter is 

analyzed and designed. The converter model is simulated on Simulink for open loop as well as closed loop. The 

PI controller is used to control the output voltage of the modified SEPIC which gives the controlled variation of 

output voltage from 250V to 650V with input voltage 115V. Although the proposed structure presents a higher 

circuit complexity than the basic converter but we obtain the higher static gain for the operation with the low 

input voltage, low switch voltage operation and controlled output voltage variation between 250V and 650V 

with input voltage 115V with duty ratio 50% with 25kHz switching frequency.       
 

VI.  FUTURE SCOPE 
 The open loop and closed loop models of the modified SEPIC converter may be implemented further 

for hardware design. There is a classical problem of the reduction of the efficiency due to the additional losses 

caused by the reverse recovery current of the diodes. This problem is an important source of losses in high 

power factor rectifiers. This modified SEPIC converter can also be used to reduce the losses associated with the 

diode reverse recovery current with a regenerative snubbed circuit which can be further implemented.  
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ABSTRACT: A dual-band circularly polarized antenna fed by four apertures that covers the bands of GPS, 

Galileo, is introduced. The ARSAs designed using FR4 substrates in the L and S bands have 3-dB axial-ratio 

bandwidths (ARBWs) of as large as 37% and 52%, respectively, whereas the one using an RT5880 substrate in 

the L band, 61%. In these 3-dB axial-ratio bands, impedance matching with VSWR<=1.8 is also achieved. 

Three wideband planar baluns are used to achieve good axial ratio and VSWR. The results of the annular-ring 

microstrip antenna show good performance of a dual-band operation, which meets the requirement of Global 

Navigation Satellite System (GNSS) applications. 

 

INDEX TERMS: Broadband feed network, circularly polarized (CP), Annular Ring Slot Antenna (ARSA), 

dual-band patch antenna, Global Navigation Satellite System (GNSS). 
 

 

I. INTRODUCTION 
In recent years, antennas have been very intensively used in the satellite communication and Global Navigation 

Satellite System (GNSS) [1], [2]. For the single-feed circularly polarized (CP) antennas, the measured 

impedance bandwidth for and 3-dB axial-ratio bandwidths (ARBWs) are less than 3% and 1% [3]. The majority 

of Global Positioning System (GPS) receivers are requested to cover both 1575 MHz (L1) and 1227 MHz (L2) 

bands. Though the design bandwidth may be enough to support GPS applications or other navigation system 

requests, machine tolerances in production are inevitable and could result in bandwidth reductions. CP 

bandwidth could be enhanced by using the coupled feeding method and the dual-feed or multiple-feeds network. 

The single-feed CP ring antennas using the coupled feeding method have been investigated in [4], but the 3-dB 

ARBW is less than 2%. For the dual-feed CP antenna in [5], the ARBW is larger than 2% at both bands. The CP 

annular-ring patch antenna with two proximity-coupled L-probe feeds [6] obtains a 3-dB ARBW of larger than 

30%. The ring microstrip antenna has the advantage of a smaller dimension than that of a circular or rectangular 

patch when operating in the fundamental mode at a certain frequency [7]. The width of the rings has the most 

influence to the input impedance of the ring microstrip [8]. Thus, the narrow rings produce higher the input 

impedance, and good impedance match is therefore more difficult to obtain [9]. In this paper, a dual-band CP 

antenna based on a concentric annular- rings microstrip fed by four apertures is designed. The broadband feed 

network based on the broadband phase shifter presented in [10] and [11] is used to obtain the required phase 

shift, thus allowing improvement of the axial ratio in the direction of maximum radiation. This antenna could be 

installed on a car or a ship for navigation use. 
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Fig. 1 Proposed annular ring antenna 

 

II. ANTENNA CONFIGURATION 
 Fig. 1 shows the geometry of the proposed CP ARSA, in which the deformed bent feeding line and the 

perturbation structure consisting of a pair of grounded hat-shaped patches are redrawn separately for more 

clarity. The antenna is to be fabricated on a square microwave substrate with side length G, thickness h, 

dielectric constant εr, and loss tangent tanδ. The radiating annular-ring slot of outer radius R1(80mm) and inner 

radius R2(24mm) is fed from the direction y-by a -wide 50Ω microstrip line printed on the side of the substrate 

opposite to the slot. On the top of ground plane the substrate is placed and here the substrate is FR4(h=0.8mm) 

and RTduroid 5880(h=1mm). An SMA connector is used to give input to the antenna through the microstrip 

feed. If , a bent (or inverted-L) feeding microstrip line is formed, which can broaden the CP band of the CP 

ARSA fed by a straight feeding line and loaded with grounded rectangular patches. With, the feeding structure 

is referred to as a deformed bent feeding line, which can improve the impedance matching of the designed 

antenna in the broadened CP band.  

 

III. CONCEPTS AND PROCEDURE OF ANTENNA DESIGN 
 The antenna design begins with determining and of a microstrip-line-fed linearly polarized (LP) ARSA, 

which will be subsequently developed into a CP ARSA. During simulation a wave port is created along the YZ 

plane to receive the radiation. For good results the entire design is enclosed in a box which must be given 

perfect E during execution of the antenna. At the center frequency of the fundamental mode of a conventional 

microstrip line- fed LP ARSA where the width of the ring slot is only 22.2% the average radius of the slot [4], 

one guided wavelength is estimated to be the average perimeter of the ring slot. However, for a similar LP 

ARSA in [6] with the ring-slot width being 28.6% the average radius and with a ground-plane size of smaller 

than that of the antenna in [4], one guided wavelength is modified to be the outer perimeter of the ring slot. In 

fact, the ground-plane size and slot width complicatedly affect the resonant frequency of the fundamental mode 

of an LP ARSA. Nevertheless, to more accurately estimate the fundamental-mode resonant frequency of an LP 

ARSA, extensive simulations using Ansoft HFSS and experimental verifications for the substrates of small 

dielectric constant and low substrate thickness were performed again in this study. Results show that the 

fundamental-mode resonant magnetic current of the LP ARSA for one guided wavelength is mainly distributed 

between the average and outer perimeter of the ring slot at the fundamental resonant-band center frequency. An 

empirical formula can be found for certain ranges of structural parameters to be described below. The 

expression of the fundamental-mode resonant frequency of an LP ARSA can be slightly modified from those in 

[4] and [6] to 

 

----- (1) 

 

----- (2) 

 

In this empirical formula, fr  is the resonant frequency of the fundamental mode, C0the speed of light in free 

space, and εreff the effective dielectric constant. 

 

 



American Journal of Engineering Research (AJER) 2014 
 

 
w w w . a j e r . o r g   

 
Page 189 

 

IV. RESULTS AND DISCUSSION 
 Fig 2 shows the total gain of the proposed antenna which is approximately 7.9 dB in both the bands L1 

and L2. Fig 3 and 4 shows the return loss and active VSWR of the proposed antenna. Return loss is 

approximately -19dB and VSWR is 1. Ansoft High Frequency Structure Simulator (HFSS) is utilized to validate 

the proposed structure. First, for obtaining the good coupling between the radiation patch and feed line and also 

making a resonance with the patch by the feed and thus increasing the matching bandwidth, we optimize the 

mentioned parameters of the feed line. On the other hand, the height of the substrate between slot and patch is 

also an important parameter because it changes the matching bandwidth and gain. The best values of the 

mentioned parameters for the matching bandwidth and gain enhancement are given above. The proposed 

antenna can support many existing wireless services, broadband applications over the frequency range of 3, 4, 

and 5 GHz, and multi standard mobile communication systems. 

 

 

 
Fig-2. Simulated total gain of the antenna 

 

 
                                                  Fig-3. Return loss of the proposed antenna 

 
Fig-4. Active VSWR of the proposed antenna 
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V. CONCLUSION 
 In this paper we propose an annular ring antenna in which the broadband operation is a result of 

suitable design of the transmission line, slot, and patch. The shape and size of the patch are main parameters that 

affect the matching bandwidth and the gain of the antenna, thus we designed them carefully. An annular ring 

patch satisfied expectations. The measurement results showed a broad matching bandwidth of 61% for VSWR< 

1.8. Maximum gain is 7.9dB, and 1-dB gain ripple bandwidth is nearly 37%. Also, the radiation pattern, 

radiation efficiency, and cross polarization is adequate on the matching bandwidth. 
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ABSTRACT: This research has been done to show the efficiency level of variance estimation with one unit per 

stratum in collapsing of strata and to estimate the population total of Nigeria based on 2006 census result, to 

study the precision of variance estimation in collapsing of strata and to examine the effect of the use of auxiliary 

information in estimating variance in collapsing of strata with one unit per stratum in various level of 

collapsing. Two stage sampling method was used for the sample selection, which involves two phases of 

selection. In the first stage, 12 states and 24states were selected out of 36 states using random number table. 

The Local Government Areas (774) were taken to be the second stage and purposive sampling method was used. 

Based on the research work, considering one unit per stratum, then one LGA was selected from each of the 

selected state.Based on the result obtained, estimation with sample size 12 using stratified random sampling 

with variable of interest only and with addition of auxiliary variable, the least standard error of   strŶ
was 

3,501,901.105   under the collapsing of 12 strata in six into two groups with an estimated population total of 

139,295,482 which was very close to the actual population total of Nigeria based on 2006 census result 

(140,003,542). It also shows that, the higher the extent of collapsing of strata, the lower the standard error 

of strŶ
.Estimation with sample size 24 : using stratified random sampling with variable of interest only, and 

with addition of auxiliary variable, shows that the higher the extent of collapsing of strata, the standard error of 

strŶ
 was inconsistent (i.e. decreasing). The least standard errors falls under collapsing of strata in twelve for 

estimation with sample size 24. Therefore, lower strategy of collapsing of strata should be employed for large 

number of strata (24), so that the variation within the collapsed strata will not be much. Estimation using 

stratified random sampling with addition of an auxiliary variable gave a better result than estimation with 

variable of interest only. 
 

KEYWORDS:Population, Collapse strata, Stratified Sampling, Stratum 

 

I. INTRODUCTION 

 The general knowledge of our day to day activities is all based to a very large extent on sample. Hence, 

sample survey has been very useful in almost every area of lives. Sample survey is an investigation that involves 

collection of data or measurement taken on sample of element for making inferences about the population. 

Sample survey theory deals with the method and processes of sampling, data collection and estimation of the 

population parameters. 

Collapsing of strata:A feature of many surveys Sample design is the selection of a single primary sampling 

unit (PSU) per stratum. The selection of a single PSU per stratum gives efficiency in design since stratification 

is carried out to fullest possible extent, but it does not generally permit an unbiased variance estimator to be 

obtained.  A widely used method of variance estimation for this situation is known as collapsed strata technique 

(Rust and Kalton, 1987). With this techniques, strata and their corresponding sample PSU’s are collapsed 
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together in groups and then the variability among the unit within these groups is used to derive a variance 

estimator. 

If the strata can be ordered approximately in ascending order of the stratum means, the method of successive 

difference (Kish, 1965) is attractive. This method is an extension of collapsing of strata in pairs. Frequently, 

these methods have similar biases but the method of successive differences has some-what greater precision. 

(Isaki ,1983) used auxiliary information to reduce the bias of the collapse strata variance estimator. The results 

suggest that when auxiliary variable is highly correlated with the survey variables, there is a substantial 

improvement in the accuracy of variance estimation.The collapsed strata estimator (Cochran, 1977, section 

5A.12) is a well-known estimator of variance estimation in one-per-stratum problem. The procedure collapses 

strata with one unit per stratum into groups and treats the strata in a group as independent samples from the 

combined stratum. In this research, collapsing can be accomplished separately among the strata containing small 

and medium sized districts with one district in the sample. First arrange the strata in a non-increasing sequence 

based on total enrolment size. Then collapse strata into pairs or groups sequentially. The variance estimator of a 

group is given by (5A.56) in Cochran’s (1977). 

 

Estimation of Variance with One Unit Per Stratum ( hn =1) 

Let the sample observation in a typical pair be yj1, yj2, where j goes from 1 to L/2.  Let 111 ggj yNy 


,  

222 ggj yNy 


 be the estimated stratum totals. 
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Where gY


is the estimated total for group g for gL  =2 when 21 ggg YYY


 . This method of estimation is 

called “collapsed strata”. 

When an auxiliary variateXh is known for each stratum that predicts the total Yh, (Hansen, Hurwitz, and Madow, 

1953) suggested the alternative variance estimator. 
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Strata pairs are formed so that the strata in each pair are as similar as possible in respect to the characteristics of 

interest. In addition, strata that do not vary much in size as measured by an auxiliary variate are often collapsed. 

Pairs are not formed on the basis of selected sample units. 

When to Collapse Strata 

(a)  When the sample contains only one unit per stratum in such a way that variance estimation within stratum 

(Syh) is not possible to estimate. 

(b)  When the first stage of sampling consist of primary sampling unit such as cities or counties and the 

ultimate sampling unit are households. 

 

II. METHODOLOGY AND DATA PRESENTATION 
 The data were collected based on female population, male population and total population for each of 

the 36 states and 774 local government areas (LGA) in Nigeria based on 2006 census result. The number of 

states was taken to be the first stage and there were 36 states in Nigeria. The second selection is known as 

second stage unit. The number of the Local Government Areas in the selected states was taken as the second 

stage. The method of selection used here was a non-probability sampling schemes using purposive 

sampling.Based on this research work, considering one unit per stratum, the 36 states are called 36 strata and 

each of the state is called a stratum and each state constitute a number of LGA’s. Therefore, one LG was 
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selected from each of the selected states. The LGA that has a close value to the average value of the state was 

chosen as a representative for the selected state. 

Collapsed strata method used 

 Deterministic mixing method was employed. 

 

Procedure: The probability Pg=xg/X were determined and were rearrange in ascending order with respect to P i 

for each of the tables. That is: 

Estimation based on sample size 12, were rearrange  in ascending order  and were  also collapsed in pair, three, 

four and six  w.r.t. Pi in order to form homogeneous collapsed strata. The same procedure also applies to 

estimation with sample size 24 and sample size 30   

Collapsing of strata in pair means, dividing the number of strata by two to form number of groups. 

For example, if L=12, L/2=6 groups, taking the first two strata as a group and the next two strata as another 

group until the sixth group is obtained. 

Collapsing of strata in five means, dividing the number of strata by five to form number of groups. For example, 

if L=30, L/5=6 groups, taking the first five strata as a group and the next five strata as another group until the 

sixth group is obtained. See table 1 

 

III.   DATA ANALYSIS AND RESULT
 

In this section, the analysis of this research was carried out. Estimation of population total ( ), Bias percentage 

( Ŷ ) and variance of the population total (V( )) with one unit per stratum were estimated with n= 12 using 

stratified random sampling  

Estimation of population total str with variable of interest only 

str= h

n
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Estimation of population total str with addition of auxiliary variable using combine Ratio Stratified 

Random Sampling 
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 140003542 139295482

140003542

0.506%

Bias Percentage





 

See table 2 

Estimation of )ˆ( strYV  in collapsing of strata in pair into six groups 

a) E

stimation of )ˆ( strYV  with variable of interest only 
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        953.4562380ˆˆ
22  strcsstrcs YVYSE  

b) Estimation of )ˆ( strYV  with addition of Auxiliary 

Variable 
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        977.3767194ˆˆ
22  strcsxstrcsx YVYSE

 
 

 Summary for the Estimated Ŷ and  YES ˆ.  Based on Sample Size 12 (See table 3) 

IV. DATA ANALYSIS AND RESULT 

Analysis using estimation of population total ( ), Bias percentage ( Ŷ ) and variance of the population total 

(V( )) with one unit per stratum were estimated with n= 24 using stratified random sampling. (See table 4) 

 

Estimation of population total str with variable of interest only 
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Estimation of population total str with addition of auxiliary variable using combine Ratio Stratified 

Random Sampling 
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See table 5 

Estimation of )ˆ( strYV  in collapsing of strata in pair into six groups 

a) Estimation of )ˆ( strYV  with variable of interest only 
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b) Estimation of )ˆ( strYV  with addition of Auxiliary 

Variable 
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See table 6 
 

V. TABLES 
Table 1: Random digits of the selected 12 states with the Population Total, Female Population of the selected 

LGA and the number of LGA in the selected states 
 

 

Random 

No Digits 

selected States-L.G.A. Pop Total of 

LGA 

Female Pop of 

LGA 

No of 

LGA 

03 Akwa-Ibom-Itu 127033 59467 31 

29 Osun -Obokun 116511 60965 30 
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13 Ekiti  -Aiyekire 148193 70980 16 

02 Adamawa-Mubi North               151072 72850 21 

16 Imo-Ikeredu 149316 73084 27 

25 Nasarawa-Obi                    148874 74462 13 

21 Kebbi-KokoBesse 154605 76201 21 

26 Niger-Paikoro 158086 77280 25 

33 Sokoto-Wurno 162307 78964 23 

12 Edo-Orhionmwon 182717 90051 18 

11 Ebonyi-Ohaukwu 196337 103489 13 

18 Kaduna-Je,a'a 278735 133068 23 

TABLE 2: Estimation of variance in collapsing of 12 strata pair into 6 groups 

 

No of groups 

Pop. 

Total 

( ghy ) 
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Pop 
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gh
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x
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Akwa-

Ibom 127033 59467 0.000871 31 3938023 48994273062 71597227953 

 

Osun 116511 60965 0.000893 30 3495330 48994273062 71597227953 

 

Subtotal 243544 120432 

  

7433353 97988546125 1.43194E+11 

2 Ekiti 148193 70980 0.00104 16 2371088 1.6057E+11 1.32988E+11 

 

Adamawa          151072 72850 0.00107 21 3172512 1.6057E+11 1.32988E+11 

 

Subtotal 299265 143830 

  

5543600 3.2114E+11 2.65975E+11 

3 Imo              149316 73084 0.00107 27 4031532 1.09848E+12 1.15767E+12 

 

Nassarawa 148874 74462 0.00109 13 1935362 1.09848E+12 1.15767E+12 

 

Subtotal 298190 147546 

  

5966894 2.19696E+12 2.31533E+12 

         4 Kebbi 154605 76201 0.00112 21 3246705 1.24413E+11 1.07202E+11 

 

Niger            158086 77280 0.00113 25 3952150 1.24413E+11 1.07202E+11 

 

Subtotal 312691 153481 

  

7198855 2.48826E+11 2.14405E+11 

5 Sokoto 162307 78964 0.00116 23 3733061 49318416006 2.04657E+11 

 

Edo              182717 90051 0.00132 18 3288906 49318416006 2.04657E+11 

 

Subtotal 345024 169015 

  

7021967 98636832013 4.09313E+11 

6 Ebonyi 196337 103489 0.00152 13 2552381 3.72205E+12 1.87383E+12 

 

Kaduna           278735 133068 0.00194 23 6410905 3.72205E+12 1.87383E+12 

 

Subtotal 475072 236557 

  

8963286 7.4441E+12 3.74766E+12 

         

 

Overall Total 

    

1.04077E+13 7.09588E+12 
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Table 3: Summary Table for the Estimated Ŷ and  YES ˆ.  Using Stratified Random Sampling with Sample 

Size 12 

Methods  
strŶ = 126,383,865 

%728.9)ˆ( strYBias
 

 strYcs
ES ˆ.  

strŶ  = 139,295,482 

%506.0)ˆ( strYBias  

 strYcsxES.  

Collapsing in pair  

 

4,562,380.953 

 

 

3,767,194.927 

Collapsing in three  

 

4,274,185.051 

 

 

3,652,067.891 

Collapsing in four  

 

4,102,367.353 

 

 

3,580,511.818 

Collapsing in six  

3,879,691.526 

 

3,501,901.105 

 

Table 4: Random digits of the selected 24 states with the Population Total, Female Population of the selected 

LGA and the number of LGA in the selected states 

 
Random No Digits Selected States-L.G.A. Popn Total of LGA Female Pop of LGA No of LGA 

03 Akwa-Ibom-Itu 127033 59467 31 

29 Osun -Obokun 116511 60965 30 

13 Ekiti  -Aiyekire 148193 70980 16 

02 Adamawa-Mubi North               151072 72850 21 

16 Imo-Ikeredu 149316 73084 27 

25 Nasarawa-Obi                    148874 74462 13 

21 Kebbi-KokoBesse 154605 76201 21 

08 Borno-Konduga 156564 77356 27 

26 Niger-Paikoro 158086 77280 25 

22 kogi -Olambolo 160152 78667 21 

17 Mallammadori-Jigawa 161413 77819 27 

09 Cross-river-Ikom 162383 79374 18 

33 Sokoto-Wurno 162307 78964 23 

10 Delta-IkaSouth 162594 82966 25 

20 KatsinaMusawa 171714 83513 34 

12 Edo-Orhionmwon 182717 90051 18 

31 Plateau-Bassa 186859 94210 17 

04 Anambra-Idemilisouth 207683 98693 21 

14 Enugu-Agwu 198134 102713 17 

11 Ebonyi-Ohaukwu 196337 103489 13 

15 Gombe 236087 112303 11 

05 Bauchi -Shira 234014 114351 20 

06 Bayelsa -Ekeremor 270257 127050 8 

18 Kaduna-Je,a'a 278735 133068 23 
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TABLE 5: Estimation of variance in collapsing of 24 strata pair into 12 groups 

 

No of 

 Groups 

Pop. 

 Total 

( ghy ) 

Female 

 Pop 

( ghx ). X

x
P gh

gh   
ghN  ghghgh YyN ˆ  

2

2

ˆ
ˆ














 g

gh

Y
Y  

2

ˆˆ













 g

g

gh

gh Y
x

x
Y  

1 

Akwa-

Ibom 127033 59467 0.000871 31 3938023 48994273062 71597227953 

 

Osun 116511 60965 0.000893 30 3495330 48994273062 71597227953 

 

Subtotal 243544 120432 

  

7433353 97988546125 1.43194E+11 

2 Ekiti 148193 70980 0.00104 16 2371088 1.6057E+11 1.32988E+11 

 

Adamawa          151072 72850 0.00107 21 3172512 1.6057E+11 1.32988E+11 

 

Subtotal 299265 143830 

  

5543600 3.2114E+11 2.65975E+11 

3 Imo              149316 73084 0.00107 27 4031532 1.09848E+12 1.15767E+12 

 

Nassarawa 148874 74462 0.00109 13 1935362 1.09848E+12 1.15767E+12 

 

Subtotal 298190 147546 

  

5966894 2.19696E+12 2.31533E+12 

4 Kebbi 154605 76201 0.00112 21 3246705 2.40356E+11 2.13586E+11 

 

Borno 156564 77356 0.00113 27 4227228 2.40356E+11 2.13586E+11 

 

Subtotal 311169 153557 

  

7473933 4.80713E+11 4.27172E+11 

5 Niger            158086 77280 0.00113 25 3952150 41209203000 35555070526 

 

Jigawa 161413 77819 0.00114 27 4358151 41209203000 35555070526 

 

Subtotal 319499 155099 

  

8310301 82418406001 71110141052 

6 kogi 160152 78667 0.00115 21 3363192 48465582201 54854077799 

 

Cross-

river      162383 79374 0.00116 18 2922894 48465582201 54854077799 

 

Subtotal 322535 158041 

  

6286086 96931164402 1.09708E+11 

7 Sokoto 162307 78964 0.00116 23 3733061 27520985130 4835007948 

 

Delta            162594 82966 0.00121 25 4064850 27520985130 4835007948 

 

Subtotal 324901 161930 

  

7797911 55041970261 9670015896 

8 Katsina 171714 83513 0.00122 34 5838276 1.62482E+12 2.09263E+12 

 

Edo              182717 90051 0.00132 18 3288906 1.62482E+12 2.09263E+12 

 

Subtotal 354431 173564 

  

9127182 3.24964E+12 4.18525E+12 

9 Plateau          186859 94210 0.00138 17 3176603 3.50902E+11 2.54803E+11 

 

Anambra 207683 98693 0.00145 21 4361343 3.50902E+11 2.54803E+11 

 

Subtotal 394542 192903 

  

7537946 7.01804E+11 5.09606E+11 

10 Enugu            198134 102713 0.0015 17 3368278 1.66422E+11 1.75636E+11 

 

Ebonyi 196337 103489 0.00152 13 2552381 1.66422E+11 1.75636E+11 

 

Subtotal 394471 206202 

  

5920659 3.32844E+11 3.51271E+11 

11 Gombe 236087 112303 0.00164 11 2596957 1.08506E+12 1.01764E+12 

 

Bauchi 234014 114351 0.00167 20 4680280 1.08506E+12 1.01764E+12 

 

Subtotal 470101 226654 

  

7277237 2.17012E+12 2.03529E+12 

12 Bayelsa 270257 127050 0.00186 8 2162056 4.51318E+12 4.10165E+12 

 

Kaduna           278735 133068 0.00194 23 6410905 4.51318E+12 4.10165E+12 

 

Subtotal 548992 260118 

  

8572961 9.02636E+12 8.20331E+12 

 

overall Total 

    

1.8812E+13 1.86269E+13 
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Table 6: Summary Table for the Estimated Ŷ and  YES ˆ.  Using Stratified Random Sampling with 

Sample Size 24 

 

 

 

 

 

 

 

 

 

 

 

 

Methods  095,872,130ˆ strY
 

%522.6)ˆ( strYBias  strYcs
ES ˆ.  

066,224,139ˆ rcstrxY
 

%557.0)ˆ( strYBias
 

 strYcsxES.  

Collapsing  in pair  

 

6,133,840.559 

 

 

6,103,589.108 

Collapsing in three  

 

5,208,694.654 

 

5,449,171.191 

Collapsing in four  

 

5,515,106.527 

 

 

5,449,171.191 

Collapsing in six  

5,289,514.155 

 

5,250749.168 

Collapsing in 

twelve 

 

5,223,300.942 

 

5,194,504.089 
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V.   CONCLUSIONS 
According to the results obtained from the analysis, estimation  with sample size 12 using stratified random 

sampling with variable of interest only and  with addition of auxiliary variable, shows that the higher the extent 

of collapsing of strata, the lower the standard error of strŶ
.
 

This implies that, the higher the extent of collapsing of 12 strata, the more precise the variance estimator but it 

was not so using Simple random sampling. Comparing the two estimators, stratified random sampling with 

addition of auxiliary variable seems to be the best estimator, because it gives the least standard error of   strŶ  to 

be 3,501,901.105   under the collapsing of 12 strata in six into two groups and least bias of 0.506 percentage and 

estimated population total of 139,295,482 which was very close to the actual population total of Nigeria based 

on 2006 census result (140,003,542). Therefore, higher group of collapsing of strata should be employed for 

smaller number of strata 12. Estimation with sample size 24 using stratified random sampling with variable of 

interest only, and with addition of auxiliary variable show that the higher the extent of collapsing of strata, the 

standard error of ˆ
strY was inconsistent (i.e. decreasing). The least standard error falls under collapsing of strata 

in twelve for estimation with sample size 24. Therefore, lower group of collapsing of strata should be employed 

for large number of strata (24), so that the variation within the collapsed strata will be minimized. 

 Estimation using stratified random sampling with addition auxiliary variable gave a better result than estimation 

with variable of interest only.  
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ABSTRACT : The increase of petroleum price and environmental problems has triggered the finding of 

alternative and renewable energy. In this study, biodiesel produced by transesterification of triglycerides with 

alcohol. Canola oil was used as raw oil to produce biodiesel by transesterification reaction. The prepared 

biodiesel was then subjected to performance and emission tests in order to evaluate its actual performance, 

when used as a diesel engine fuel. A single cylinder direct injection diesel engine was used for this work to 
investigate the engine performance and emission characteristics of the biodiesel, The brake specific fuel 

consumption (BSFC) and brake thermal efficiency (BTE) were calculated from the recorded data. From the 

emission tests, it is observed Hydrocarbon and NOX pollutants are decreased along with the percentage of 

biodiesel.  
 

KEYWORD : Canola biodiesel, Diesel Engine, Emissio, Engine performance, Esterification 

 

I. INTRODUCTION 
 The exponential growth of world population would ultimately lead to increase the energy Demand in 

the world. Petroleum is a non-renewable energy source, which means that the resources of this kind of fossil 

fuel are finite and would be run out upon continuous use. Both of the shortage of resources and increase of 

petrol price have led to the findings of new alternative and renewable energy sources. Apart from these 

situations, environmental issues are also the driving forces for the development of alternative energy sources, 

since the burning of fossil fuels would cause various environmental problems including global warming, air 

pollution, acid precipitation, ozone depletion, forest destruction, and emission of radioactive substances [1]. The 

alternative energy sources of fossil fuels including hydro, wind, solar, geothermal, hydrogen, nuclear, and 

biomass [2]. Among these alternative energy sources, biofuels derived from biomass are considered as the most 
promising alternative fuel sources because they are renewable and environmental friendly. Like canola oil, it can 

be directly used in diesel engines as they have a high cetane number and calorific value very close to diesel [3]. 

Canola oil is environment friendly and does not produce Volatile organic Compounds as atmospheric pollutants.  

The aim of the study was to check the performance and the emission of fuel properties of canola oil (biodiesel), 

diesel and its blends of direct injection diesel engine. 

 

II. MATERIALS AND METHODS 
Preparation of biodiesel  

 Biodiesel was prepared in the laboratory using the seed oil of the Canola. 1.5g of NaOH per litre of oil 
was mixed with 200 ml of methyl alcohol to produce methoxide [4]. Oil was heated to 600C and the prepared 

methoxide was poured into the oil. The reaction was allowed for one hour and the final products were allowed 

to settle in the separating funnel overnight to produce two distinct liquid phases: crude ester phase at the top and 

glycerol phase at the bottom. The crude ester phase separated from the bottom glycerol phase was transferred to 

a clean conical flask. The biodiesel produced contains some residues including excess alcohol, excess catalyst, 

soap and glycerin. It was purified by washing with distilled water to remove all the residual by-products. The 

volume of water added was approximately 30% (volume) of the biodiesel. The flask was shaken gently for 1 

minute and placed on table to allow separation of biodiesel and water layers. After separation, the biodiesel was 



American Journal of Engineering Research (AJER) 2014 
 

 
w w w . a j e r . o r g   

 

Page 203 

transferred to a clean conical flask. The washing process was repeated for several times until the washed water 

became clear. The clean biodiesel was dried in incubator for 48 hours, followed by using sodium sulphate. The 

final products were analyzed to determine related properties including viscosity, total acid numbers (TAN). The 

properties of biodiesel are listed in Table 1. The experiments were conducted in different loads like 25%, 50% 

and 75% of full load and full load. Similar experiments were done with diesel and biodiesel so as to make a 
comparison. 

 

Experimental setup and procedure :The performance tests for the stable Diesel-biodiesel are carried out on a 

computerized single cylinder four stroke direct injection variable compression ratio engine. The Table 2 shows 

the specification of the engine. No modification or alteration has been made in the engine. The experimental 

setup consists of a variable compression ratio engine is coupled to an eddy current dynamometer. A 

computerized data acquisition system is used to collect, store and analyze the data during the engine testing. A 

Kistler piezoelectric pressure transducer and a crank angle encoder is used to measure the in-cylinder gas 

pressure and the corresponding crank angle. The load applied on the engine is measured by the load cell 

connected to the eddy current dynamometer. A burette with two infra red optical sensors measures the fuel flow 

rate, an air flow sensor measure the inlet air flow rate, K type thermocouples measure the inlet air and exhaust 

gas temperatures. AVL DIGAS analyzer is used to measure the exhaust gas constituents such as CO, HC, NO 
and the smoke is measured using the AVL smoke meter. All the experiments are conducted at the compression 

ratio of 17.5 and the results are recorded under steady state conditions.  

 
 The fuels which have been used in this study are: Commercial diesel (D) and a blend of 20% biodiesel 

(B20), 40% biodiesel (B40), 60% biodiesel (B60) and100% biodiesel (B100).The main properties of the test 

fuels are given in Table 3. The test engine were fueled with diesel, B20, B40, B60 and B100 to conduct the 
experiments on an electrical dynamometer earlier, experiment were performed by using different blends of 

biodiesel and diesel. In this study, speed characteristics tests have been carried out for wide open throttle 

(WOT), while load characteristics tests have been conducted at 1500 rev/min speed at 220bar injection pressure. 

Following major parameters were measured: Fuel flow rate, Crank angle, Instantaneous pressure in cylinders, 

Combustion characteristics.  

III. RESULTS AND DISCUSSIONS 
 

Performance characteristics 

Brake Thermal Efficiency (BTE) 
 The Brake thermal efficiency is the true indication of the efficiency with which the chemical energy 

input in the form of fuel is converted into useful work [5]. In the present study BTE of the diesel engine is 

measured using different blends of biodiesel and diesel. The variations of brake thermal efficiencies at different 

loads for various combinations have been shown in figure 1. Brake thermal efficiency increases with the 

increasing load. However, the load reaches 75% and above, it almost constant. The brake thermal efficiency of 

biodiesel (B100) is 98.2% same compared with diesel(D100), which is clearly shown in the figure 1.BTE for 

D100 is maximum compared with blends and biodiesel, this may be due to lower heat value of the fuel.  It is 

well known that the lower heat value of the fuel affects the engine power. The effective power decreases with 

the increase of blends and biodiesel. Thus, the engine needs more fuel consumption to maintain the same 

amount output power[6]. 

 

Brake Specific Fuel Consumption :Brake specific fuel consumption is the ratio between mass fuel 
consumption and brake power. Figure 2 shows the variations of brake specific fuel consumption with load for 

different fuels. For all fuels tested, brake specific fuel consumption is found to decrease with increase in the load 

also it is lower than the blends of biodiesel(B20, B40, B60 and B100) compared with diesel(D100). The BSFC 

of pure biodiesel (B100) is 113% higher than that of diesel (D100). The BSFC will appear when the rate of 

increase of fuel consumption is larger than that of engine power output with the increase of engine speed. 

 

Exhaust Gas Temperature :The exhaust gas temperature (EGT) increases while the load is increased. The 

EGT of biodiesel is lower than that of diesel. It is shown in the figure 3.  

 

Emissions characteristics :The emissions of HC and NOx are illustrated in figures 4 and 5. Figure 4 

demonstrates HC emissions at different loads for various fuels. HC gradually decreases with biodiesel-diesel 
blends although, there is no significant change is observed for B40. which is due to almost even mixer of 

biodiesel and diesel. The higher load , the lower the HC emissions expect diesel(D100) is observed. This 

phenomenon can be attributed to better mixing of air and fuel at higher load.  
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 The higher the biodiesel percentage in biodiesel-diesel blends, the lower the HC emissions are 

observed. This is due to the fact that the higher O2 concentration in the air-fuel mixture can help enhance 

oxidation of unburned hydrocarbons. Figure 5 illustrates NOx emissions at different loads for various fuels. NOx 

emissions of biodiesel blends and neat biodiesel are higher than diesel at all loads. This is the opposite tendency 

with the results reported by Geo et al., 2008 [7]. Smoke emissions decreased with increase in biodiesel 
concentration in the biodiesel blends with diesel. In general, NOx emissions is increases if load is increases with 

all fuels. In light loads emission is slightly lower for biodiesel and blends compared with diesel.  At light load 

operations, the engine runs at a very lean state and with a small biodiesel or canola oil blends. Extra O2 in 

biodiesel and canola oil blends in this case does not help produce higher NOx, because the mixture is already 

very lean. This might be a reason why no NOx increase with 2–5% blends is observed. Higher NOx emissions 

are obtained with higher percentage of biodiesel and canola oil in the blends. This is common trend in NOx 

emissions with biodiesel blends. This is mainly attributed to O2 content in biodiesel and higher combustion 

temperature. Higher canola oil–diesel blend produces much higher NOx probably because of lower cetane 

number and its consequence of longer ignition delay; NO2 production at high idling operations is very 

significant and even higher than NO production and its share in total NOx is more than 50%. This is ignored 

most of the times as in describing the state that in most high temperature combustion processes, the majority 

(95%) of NOx produced is in the form of NO. Even some gas analyzer has used the same principle to calculate 
the NOx emissions from NO measurements and considering that NO is 95% of total NOx. This might be true for 

gasoline engine, however, diesel engine emits much higher NO2. NO formed in the flame zone can be rapidly 

converted to NO2 via reactions such as  

NO + HO2 = NO2 + OH 

Subsequently, conversion of this NO2 to NO occurs via 

NO2 + O = NO + O2 

unless the NO2 formed in the flame is quenched by mixing with cooler fluid. Under light load operating 

conditions, there are many cooler regions and NO2 formed in the flame is quenched and could not be converted 

back to NO. Hence, higher amount of NO2 is produced at light load operations. This suggests that a proper care 

be needed to report NOx emissions from biodiesel combustion, especially at high idling operation. This also 

suggests that NOx abatement technology must include a system to address both NO2 and NO reduction. 

 

Smoke opacity : The variation of fuel smoke opacity of the engine with various fuels is demonstrated in figure 

6. The smoke opacity of biodiesel is lower than the smoke opacity of diesel. Agarwal et al., 2008[8] reported 

that 20% biodiesel blend showed maximum lowest smoke opacity compared to all other biodiesel blends (10, 

30, 50 and 100%, v/v).  In the present study the same trend was observed. B20 blend having lower smoke 

opacity compared with other blends and diesel. An important observation is that all biodiesel blends have higher 

thermal efficiency than diesel fuel. 
 

IV. CONCLUSIONS 
 Biodiesels have been produced and their fuel characteristics have been investigated. An experimental 

investigation has been conducted to explore the performance and emissions of biodiesel and its blends at high 

idling operations on a small DI diesel engine. The results obtained suggest the following conclusions: 
 

[1] The fuel properties of canola oil are slightly different from those of diesel. The BSFC and exhaust gas 

temperature for canola oil are higher than that for diesel fuel while BTE for canola oil is generally lower 

than that for diesel fuel. This is probably resulting of lower heat value of canola oil, which is distinctly 

lower than that of the diesel fuel.  

 

[2] HC emissions for all blends and biodiesel fuels are lower at different loads, and the higher the biodiesel 

percentage in biodiesel– diesel blends, the lower the HC emissions. Higher blends of canola oil and higher 

loads deteriorate HC emissions. 

 

[3] Up to 5% biodiesel and canola oil in the blends, there is no increase in NOx emissions, in fact canola oil up 
to 5% in the blends shows a little reduction of NOx emissions than diesel. However, B20 has 12–26% NOx 

increase at different engine loads.  Canola oil and diesel fuels exhibit different combustion and 

emission characteristics with the variation of engine load due to their different properties. Based on the 

exhaustive engine tests, it can be concluded that biodiesel can be adopted as an alternative fuel for the 

existing conventional diesel engines without any major modifications required in the system hardware. The 

use of canola-based biodiesel solves the problem of the toxic organic pollutant emissions from the diesel 

engines. Indian government should increase the rate of canola oil production to produce more biodiesel. 

Furthermore, not only for India, the conclusion of this study also applies to many other countries in the 

world. 
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Table 1. Properties of biodiesel ( canola oil) 

 

 

 

  

 

 

 

 

Table 2. Specification of the single cylinder four stroke  direct injection engine  

   

Brake Power  3.7 kW  

Speed  1500 rpm  

Compression ratio  17.5 (Variable)  

Bore  80 mm  

Stroke  110 mm  

Ignition  Compression ignition  

Cooling  Water cooled  

Loading System  
Eddy current 

dynamometer  

 

Table 3 Properties of test fuels 

 

Acidity as mg of KOH/gm 0.01 

Density (kg/m
3
) 886.5 

Viscosity at 40 ºC 5.38 

Gross calorific  value (KJ/kg)  38758 

Cetane number 48 

Sulfur content (mg/L)  < 50ppm 

Flash point 172oc 

Fire point 186oc 

 

Viscosity             5.38(cst) 

Density  886.5(Kg/m3) 

Flash point  172oc 

Fire point  186oc 

Calorific Value 38758 KJ/Kg 
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Figure 1. Load Vs Break Thermal Efficiency for different blends of biodiesel and diesel 
 

 

Figure 2. Load Vs Brake specific fuel consumption for different blends of biodiesel and diesel  

 

Figure 3. Load Vs Exhaust Gas Temperature for different blends of biodiesel and diesel 
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Figure 4. Load Vs Hydro carbon emission for different blends of biodiesel and diesel 

 

 Figure 5. Load Vs NOx emission for different blends of biodiesel and diesel 

 

 

Figure 6. Load Vs smoke opacity for different blends of biodiesel and diesel 
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ABSTRACT: This study investigates the suitability of jatropha seed oil as quenching medium for 

austempering medium carbon steel. Test samples were austenitized at 9500C; socked for 1hr; austempered for 

varying periods of 1, 2, 3, 4 and 5hrs. The result showed significant increase in tensile strength and impact 

energy apart from achieving an appreciable increase in hardness. It also tally with recommended values of 

medium carbon steel austempered in salt bath, implying that jatropha oil can be used as hot bath for the 

austempering of medium carbon steel. 

 

KEY WORDS:  austempering, austenitized,  bainite , socked, matrix. 

 

I. INTRODUCTION 

 Heat treatment can be defined as a process in which steels or alloys are acted upon thermally so as to 
change their structures and properties in the desired direction. Austempering heat treatment is a high 

performance isothermal heat treatment alternative to conventional quenching and tempering, that imparts 

superior performance to ferrous metals. It is a multi-step process that includes austenitizing, followed by cooling 

rapidly enough to avoid the formation of pearlite to a temperature above the martensite start (Ms) and then 

holding until the desired microstructure is formed, [1]. The metallurgical phase obtained is called bainite. In 

conventional heat treatment, parts are quenched to room temperature, and martensite reaction begins 

immediately which is actually a “non-uniform phase transformation” due to inside and outside temperature 

differences in the quenched part, [2]. This non-uniformity causes distortion and tiny micro-cracks to appear 

which reduce the strength of the part. However, during the austempering cycle, occurrence of bainite takes place 

over a longer period of time (many minutes or hours). This results in uniform growth, and a much stronger (less 

disturbed) microstructure. 
Austempering is usually a preferred heat treatment especially to conventional quenching and tempering. This is 

mainly because this type of heat treatment offers: 

 improved mechanical properties (particularly higher ductility or notch toughness at a given high hardness);  

 a reduction in the likely hood of distortion and cracking which can occur in martensitic transformations;  

  lower cost than that of conventional quenching and tempering. ; 

 conventional quenching and tempering comprise a three step operation – that is, austenitizing, quenching 

and tempering, whereas austempering requires only two processing steps, [3]. 

 

 Salt bath has been the conventional quenching medium for austempering heat treatment of steels. 

However, oils are among the quenching media of industrial significance. Oils of mineral and vegetable origins 

have been used as quenchants. The use of oils of mineral origin is however compromised by the film or nucleate 
boiling heat transfer they exhibit, resulting to lower-temperature cooling rates. This characteristic is absent in 

vegetable oils, where heat transfer is dominated by convective cooling, [4]. The cooling rate for vegetable oils is 

faster than that of comparable quenchants, making them suitable for austempering heat treatment. The cooling 

time-temperature and cooling-rate curves obtained show that the cooling properties of series of vegetable oils 

appear to be comparable to each other. The development of a quenchant from locally available vegetable oils as 

feed stock, especially the non consumable oils is expected to be a significant contribution to the foundry 

industry. Jatropha seed oil is non consumable vegetable oil which has little or no application in human nutrition. 



Investigation Of The Potential Of Jatropha… 

 
w w w . a j e r . o r g   

 
Page 210 

In this study the potential of jatropha seed oil as austempering quenchant for medium carbon steel has been 

investigated .  

II. METHODOLOGY 

 The raw materials used in this study include jatropha seed oil and medium carbon steel. The medium 
carbon steel was procured from Total Steel Kaduna. It was analyzed at the National Geosciences Research 

Laboratory Kaduna for the experimental work. The chemical composition of the steel is shown in Table 1. 

Jatropha seeds were harvested from Rafin Sewa Gora; Zango LGA of Kaduna State and processed for oil at 

National Research Institute for Chemical Technology, (NARICT), Zaria, Kaduna State. 
 

Table 1:  Chemical Composition of the Material 

 
C Mn Si S   P Mg Cu Al Balance 

0.62 0.7 0.31 0.004 0.046 0.001 0.119 0.002 Fe 

  

 Due to the fact that the chemical composition of AISI 1080 steel is similar to that of medium carbon 

steel; TTT diagram of 1080 steel was used as a reference during this study. Samples for tensile tests and charpy 

impact tests were machined from the medium carbon steel procured from Total Steel. Prior to testing, the 

samples were austenitised at 9500C for 1hr and then austempered in hot jatropha oil bath at 250 0C for varying 

periods of 1hr, 2hrs, 3hrs, 4hrs and 5hrs. After austempering samples were air cooled, after which they were 
washed with kerosene. Samples were tested in the as recieved and austempered condition. A minimum of three 

samples were tested for each heat-treatment condition. Screw-type samples (ASTM.A370-68) with 5mm 

diameter and 75mm gauge length were used for tensile tests. All tensile tests were performed at room 

temperature. Each sample was subjected to tension till fracture, at a strain rate 1.3x10-3s-1. The dimensions of 

the notched charpy samples were 5x5x50mm. Standard ASTM procedure defined with designation number E 

23-93a (Standard test methods for notched bar impact testing of metallic materials) was employed in this study. 

The test consists of measuring the energy absorbed in breaking, by one blow from a pendulum. At least three 

samples were tested for each austempering period and an average value taken. Hardness test was done according 

to standard ASTM procedure defined with designation number E18–1989.  

  

III. RESULT AND DISCUSSION 
 Fig. 1 displays the effect of austempering time on the tensile strength of medium carbon steel 

specimens austenised at 950 0C and austempered in hot jatropha oil bath maintained at 250 0C. It can be 

observed from the figure that the tensile strength of the medium carbon steel increased with increase in 

austempering time up to the optimum values at 5hrs. This increase in tensile strength is attributed to the 

formation of bainite in the matrix of the medium carbon steel, [5]. The figure indicates that the reaction is within 

stage one (Stage I reaction ϒH → α + ϒHC -toughening); since there is no downward movement of the plot to 

indicate embrittlement as a result of the formation of cementite. Fig. 2 shows percentage elongation of the 

austempered medium carbon steel decreasing with austempering time. This is also in agreement with the stage I 

austempering reaction shown above. Fig. 3 shows the effect of austempering time on the hardness of medium 

carbon steel specimens austempered in hot jatropha oil bath. It is evident that as the austempering time increased 
the hardness values of the austempered specimens decreased to minimum value of 239BHN. Fig. 3 shows the 

effect of austempering time on the impact energy and hardness of medium carbon steel specimens austempered 

at 250 
0
C in hot jatropha oil baths. The impact energy values increase progressively with austempering time, 

whereas the hardness is observed to decrease with austempering time.  This indicates a progression in the stage 

1 reaction, increasing the amount of bainite in the matrix of the medium carbon steel. This is in agreement with 

[6].  

     
Figure 1:   Effect of austempering time on the tensile strength and yield strength of  medium carbon steel 

austenitized at 9500C and austempered in hot jatropha oil at 2500C for varying periods. 
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Figure 2: Effect of austempering time on percentage elongation and reduction in area of  medium carbon steel 

austenitized at 9500C and austempered in hot jatropha oil at 2500C for varying periods 

 
Figure 3:   Effect of austempering time on Hardness superimposed on Impact strength values of medium  

      carbon steel austenitized  at 9500C and austempered in hot jatropha oil at  2500C for varying periods 

   

IV. CONCLUSION 

 This research work investigated the potential of Jatropha, seed oils as austempering quenchants for 

medium carbon steel. From the observations and analysis of the results obtained, it can be deduced that; 

Jatropha was able to cause the formation of „bainite‟ structure at 250 0C in the medium carbon steel. There is 

appreciable improvement in mechanical properties of the medium carbon steel when austempered in jatropha 

seed oil. The as-cast tensile, hardness and impact energy values of 570 N/mm2; 196 BHN and 31J increased to 

962 N/mm2; 349 BHN and 47 J. The results indicate improvement in the mechanical properties of the ductile 

cast iron.  
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 ABSTRACT : The Gaussian noise is obvious in most of the communication channels. The impulsive noise 

tends to Gaussian form as the time slot extends over a significant period. In this paper a channel with Gaussian 

noise is considered. A TDM signal passed through this kind of channel was applied to denoising. The denoising 

was implemented in time as well as transform domain. The adaptive algorithms like LMS, NLMS, RLS, LSL and 

transform domain LMS implementations using wavelet packets are designed. Two new algorithms are proposed 

and verified with the above application; one a variation of LMS and second binary step size LMS. From the 

simulation results it was found that the multirate adaptive algorithms proposed give better performance than the 

existing techniques. 

 

KEYWORDS :Denoising, TDM, LMS, Wavelet Packet 

 

I. LMS ALGORITHM 

The simplified block diagram of a transversal adaptive FIR filter is depicted in figure 1, where the 

block denoted by adaptive filter comprises as adaptive filter  
t

N
nhnhnhnh )(ˆ),.......,(ˆ),(ˆ)(ˆ

21
 and algorithm, x(n) is 

the input sequence from which the input vector  
t

NnxnxnxnX )1(),......,1(),()(  is obtained, e(n) is the 

output error, )(ˆ ny  is the output of the adaptive filter and d(n) is the desired signal. All the theoretical 

derivations are referred to figure 1. 

 

 
 

Fig. 1 Simplified block diagram of an adaptive FIR filter 
 

 

In connection with figure 1, the output of the adaptive filter can be written as follows: 






N

i

i

tt
inxnhnhnXnXnhny

1

)1()(ˆ)(ˆ)()()(ˆ)(ˆ (1) 

wheret is the transposition operator. The output error is expressed by the following equation [1][2]: 



American Journal of Engineering Research (AJER) 2014 
 

 

 

w w w . a j e r . o r g  
 

Page 213 

)(ˆ)()( nyndne      (2) 

The coefficients of the adaptive filter are updated to minimize the output mean squared error defined as 

follows: 

   22
)](ˆ)([)()( nyndEneEnJ  (3) 

The optimum filter coefficients in the mean square sense are those coefficients for which the partial 

derivatives of J(n) equals to zero. Denoting the vector of the optimum coefficients as  
t

oNoo
hhh ,....,

1
 , the 

system of equations which gives ho is obtained as in the sequel: 
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where )()()( nXhndne
t

oo
 (5) 

is the minimum output error obtained when the coefficients of the adaptive filter equals the coefficients 

of the optimum Wiener filter. Equation (4) can be written in a more compact form as follows: 

0)]()([ nenXE
o

(6) 

It follows from (6) that the optimum error is orthogonal to the input vector at each time instant n, and 

this represents the well-known principle of orthogonality. From equation (4), the Wiener-Hopf equations which 

give the coefficients of the optimum filter are represented by: 
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where )]()([)( jnxinxEjir  ,  

)]()([)( inxndEip   

and
t

Npppp )](),...2(),1([  

We note that the terms )()( ijrjir  and jirjjriir ,)0()()(  , therefore the 

matrix R can be written as: 
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When the matrix R is invertible and its elements can be estimated, the optimum Wiener filter can be 

easily obtained from (7) as: 

ph
o

1
 R (9) 

In situations when the elements of the matrix R are not available an iterative algorithm can be applied 

to the adaptive filter which transforms its coefficients toward ho. One simple adaptive algorithm is the Steepest 

Descent (SD) algorithm, which updates the coefficients of the adaptive filter at each iteration in the opposite 

direction of the cost function gradient. In the case of the SD, the update formula for the filter coefficients is:  
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    (11) 

In order to compute the elements of the gradient in equation (11), the expectation operator must be 

used. A simpler alternative is to use the instantaneous gradient instead of the true gradient and the obtained 

algorithm is called the Least Mean Square (LMS). As a consequence, the LMS algorithm uses the following 

coefficient update formula: 

)()()(ˆ)1(ˆ nXnenhnh      (12) 

where the step-size µ was introduced to control the stability of the algorithm. Finally, the LMS 

algorithm can be described by the following four steps: 

1. From the input vector 
t

NnxnxnxnX )]1(,),........1(),([)(  from the input sequence x(n). 

2. Compute the output of the adaptive filter: )()(ˆ)(ˆ)()(ˆ nXnhnhnXny
tt

 . 

3. Compute the output error: )(ˆ)()( nyndne  . 

4. Update the coefficients of the adaptive filter: )()()(ˆ)1(ˆ nXnenhnh  . 

 

II. VARIATION OF LMS 
If it were possible to make exact measurements of the gradient vector in all iterations and if the step-

size parameter  is suitably chosen, then the tap-weight vector computed by using the method of steepest-

descent would indeed converge to the optimum Wiener solution. In reality, however, exact measurements of the 

gradient vector are not possible, and it must be estimated from the available data. In other words, the tap-weight 

vector is updated in accordance with an algorithm that adapts to the incoming data. One such algorithm is the 

least mean square algorithm. A significant feature of LMS is its simplicity; it does not require measurements of 

the pertinent correlation functions, nor does it require matrix inversion. The LMS algorithm is a search 

algorithm in which a simplification of the gradient vector computation is made possible by appropriately 

modifying the objective function. The LMS algorithm, as well as others related to it, is widely used in various 

applications of adaptive filtering due to its computational simplicity. The convergence speed of the LMS is 

shown to be dependent on the eigenvalue spread of the input signal correlation matrix. The LMS algorithm is by 
far the most widely used algorithm in adaptive filtering for several reasons. The main features that attracted the 

use of the LMS algorithm are low computational complexity, proof of convergence in stationary environment, 

unbiased convergence in the mean to the Wiener solution, and stable behavior when implemented with finite-

precision arithmetic. Let x(n) and d(n) represent the reference input and the desired output signal, respectively, 

to the adaptive filter. Let L denote the total number of filter coefficients. Define the L x 1 coefficient vector H(n) 

and the input vector X(n) as  

 H(n) = [ho(n),h1(n),...,hL-1(n)]T   (13) 

X(n)=[x(n),x(n-l),…,x(n- L+l)]T   (14) 

The LMS is described as 

e(n) = d(n)- HT(n)X(n)     (15) 

H(n + 1) = H(n) + µsX(n)e(n)    (16) 

In practice, (16) may be replaced with  

)()(
)()(

)()1( nenX
nXnX

nHnH
T






  (17) 

or 

)()(
)0(

)()1( nenX
Lr

nHnH


    (18) 

where the positive step-size µ is bounded by 2, σ is a small positive number and r(0)is the estimated 
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autocorrelation function value of x(n) for lag 0.  

 

Digital filter is the basic building block of Digital Signal Processing systems. Finite Impulse Response 

is preferred when compared to Infinite Impulse Response, because of its properties like guaranteed stability, 

linear phase and low response, but with expense of large number of arithmetic operations are involved. In 

communication systems channel noise and Inter Symbol Interference degrades the performance of 

communication system. To reduce this problem adaptive equalizers are used to shape the signals at the 
receivers. Least Mean Square technique is the one of the adaptive techniques. It is easy to realize, the 

computational complexity causes a long output delay, which is not tolerable. This computational complexity can 

be reduced using frequency domain adaptive filtering, but nonlinear systems performance degrades drastically. 

To overcome this, problem of derivative base and derivative free learning algorithm, we use natural selection or 

derivative free algorithms. A new evolutionary computation algorithm based on natural learning to update the 

weights of adaptive filter was used. In this method Genetic Algorithm (GA) is used to update weights of filter 

coefficients. 

 

III. BINARY STEP-SIZE LMS 
In practical applications adaptive algorithms which possess high convergence speed while maintaining 

small convergence error rate are of great interest. For instance, in channel equalization during the transient 

period, the frequency characteristic of the adaptive equalizer is far from the inverse of the frequency response of 

the channel therefore the data transmitted during this time will be corrupted. In echo cancellation application, if 

the coefficients of the adaptive canceler are not close to the coefficients of the FIR filter which models the echo 

path the resulting echo signal is not attenuated. Actually, it is possible in this application, that during the 

transient period, the echo will be actually amplified. As a consequence, the transient period of the adaptive filter 

must be as small as possible for most of the practical applications in order to improve the overall quality of the 

system. The LMS algorithm has a small computational complexity therefore; it is very simple to be 

implemented in practice. Although it is simplicity, one of its main drawbacks is the fact that the speed of 

convergence and steady state error depends on the same parameter, the step-size µ.  

 
In conclusion, when a constant step-size is used in LMS, there is a tradeoff between the steady-state 

error and the convergence speed, which prevent a fast convergence when the step-size is chosen to be small for 

small output error. In order to deal with this problem, a simple idea is to use a step-size which is time-varying 

during the adaption. At early stages of the adaption, when the adaptive filter is far from the optimum, a larger 

value of the step-size should be used. This will shorten the transient period and increase the convergence speed 

of the adaptive filter. As the adaptive filter goes close to the optimum Wiener solution, the step-size should be 

decreased and so the misadjustment. The adaptive algorithms derived from the LMS, which uses time-varying 

step-size modified as described above, belong to the class of variable step-size LMS algorithms. The variable 

step-size LMS algorithm first introduced by Kwong and Johnston in [4] uses the following update formula for 

the adaptive filter coefficients: 

 

)()()()(ˆ)1(ˆ nxnennhnh  (19) 

where )(ˆ nh is the N x 1 vector of the adaptive filter coefficients, x(n) is the vector of the past N samples from 

the input sequence, µ(n) is a time-varying step-size and e(n) is the output error.The time-varying step-size is 

also adapted as in the following equation: 
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with 0 < α < 1 and γ > 0 being some constant parameters and µmax and µmin being the upper and lower bounds of 

the time-varying step-size. The constant parameter µmax which is normally selected close to the instability point 

of the conventional LMS algorithm is used to increase the convergence speed, while the parameter µmin is 

chosen provide a good compromise between the steady-state misadjustment and the tracking capacity of the 

algorithm. The parameter γ is used to control the convergence time and also the steady-state level of the 
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misadjustment. The behavior of the step-size as described in (20) is the following: at early stages of the adaption 

the step-size is increased due to the large value of the output error. As the algorithm goes closer to the steady-

state the value of e(n) decreases which decrease the step-size µn.The following approximate analytical 

expression for the steady-state misadjustment of the variable step-size LMS algorithm was derived in [4]: 
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Clearly, the steady-state misadjustment depends on the parameter γ and on the minimum value of the 

MSE Jmin. Since the speed of convergence of the algorithm depends also on the parameter γ, one can conclude 

that there is still dependence between the misadjustment and the convergence time [5]. Another drawback of this 

algorithm is the fact that the steady-state misadjustment depends also on Jmin. For instance in system 

identification applications, the minimum MSE equals the output noise variance, therefore the steady-state 

misadjustment depends on the system noise.In this section, a new variable step-size algorithm is presented in 

which the step-size varies in two ways thereby naming binary step-size variation algorithm. Supervised channel 

equalization is considered [6]. Depending on the error the step-size gets updated. The updation process is shown 

in the figure 2.  

 
Fig. 2Updation process 

In another observation it has been identified that if with the NLMS the maximum change of step-size is 

limited to 0.01, the convergence speed is very high [7]. 

 

IV. TRANSFORM DOMAIN LMS 
The transform-domain LMS algorithm is another technique to increase the convergence speed of the 

LMS algorithm when the input signal is highly correlated. The basic idea behind this methodology is to modify 

the input signal to be applied to the adaptive filter such that the conditioning number of the corresponding 

correlation matrix is improved. In the transform-domain LMS algorithm, the input signal vector x(k) is 
transformed in a more convenient vector s(k), by applying an orthonormal (or unitary) transform [4], i.e., 

s(k) = Tx(k)                                                           (22) 

whereTT
T= I. The MSE surface related to the direct-form implementation of the FIR adaptive filter can be 

described byξ(k) = ξmin +Δw
T
(k)RΔw(k)                                                (23) 

whereΔw(k) = w(k) − wo. In the transform-domain case, the MSE surface becomes 
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(24) 

where )(ˆ kw represents the adaptive coefficients of the transform-domain filter. Figure 3 depicts the transform-

domain adaptive filter. It can be noticed that the eccentricity of the MSE surface remains unchanged by the 

application of the transformation, and, therefore, the eigenvalue spread is unaffected by the transformation [8]. 

As a consequence, no improvement in the convergence rate is expected to occur. The Transform-Domain LMS 

Algorithm is as follows: 

Initialization 
T

wx ]0...00[)0(ˆ)0( 
 

γ = small constant 

0 < α ≤ 0.1 

Do for each x(k) and d(k) given for k≥0 

 s(k) = Tx(k) 
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In the literature, Karhunen-Lo`eve Transform (KLT) is used as unitary transform for the transform-

domain adaptive filter. However, since the KLT is a function of the input signal, it cannot be efficiently 

computed in real time. An alternative is to choose a unitary transform that is close to the KLT of the particular 

input signal [9]. By close is meant that both transforms perform nearly the same rotation of the MSE surface. In 

any situation, the choice of an appropriate transform is not an easy task. Some guidelines can be given, such as 

(however these are just conventions not rules):  

 

1. Since the KLT of a real signal is real, the chosen transform should be real for real input signals;  

2. For speech signals the discrete-time cosine transform (DCT) is a good approximation for the KLT;  

3. Transforms with fast algorithms should be given special attention. A number of real transforms such as 

DCT, discrete-time Hartley transform, and others, are available. 

Most of them have fast algorithms or can be implemented in recursive frequency-domain format [10]. 
In particular, the outputs of the DCT are given by 
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For complex input signals, the discrete-time Fourier transform (DFT) is a natural choice due to its 

efficient implementations [11]-[14]. 

 

 
 

Fig. 3 Transform-domain adaptive filter 

 

V. WAVELET PACKET TRANSFORM 
In this paper, the unitary transform used is wavelet packet transform. For almost all signals, the low-

frequency component is the most important part. It is what gives the signal its significance and identity. The 

high-frequency content, on the other hand, adds flavor. Consider an audio signal.  
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If the high frequency components are removed, the audio sounds different, but one can still tell what's 

being said in the audio. However, if enough of the low-frequency components are removed, one hears 

gibberish.Wavelet analysis often speaks about approximations and details. The approximations are the low-

frequency, high-scale components of the signal. The details are the high-frequency, low-scale components. The 

filtering process in wavelet analysis, at its basic level, looks something like figure 4.The original sequence, S, 

applied to two complementary filters and emerges as two signals as shown in figure 4. If a digital sequence of 

say 512 samples is applied to the filter bank consisting of one low and one high pass filter as mentioned above, 
the length of A will be 512 and that of D will also be 512. Hence the data to handle was doubled. But note that 

in A as well as in D only 256 samples are irredundant. To remove the redundant samples, the downsamplers are 

employed as shown in figure 5. The outputs are denoted by cA and cD. 

 
Fig. 4 Filtering Process in Wavelet Analysis 

 
Fig. 5 Wavelet processing with downsamplers 

 

This process, i.e., the conversion of S into cA and cD is called decomposition; the filters at this stage 

are referred as decomposition low pass and decomposition high pass filters. These filters have direct relation to 

the basis function used in a specific wavelet. The vectors cA and cD constitutes the DWT coefficients. 

 

a. Multiple Stages of Decomposition 

The decomposition process can be repeated means iterated, with successive approximations being 

decomposed in turn, so that one signal is broken down into many lower resolution components. This is called 

the wavelet decomposition tree shown in figure 6. 

 
Fig. 6 Multistage Decomposition 

 

The maximum number of decomposition stages should be taken so that the length of the sequence in 

the last stage is not less than 1. From the wavelet coefficients the original signal need to be recovered. The 
process of obtaining the original signal by using the wavelet coefficients is called reconstruction or synthesis 
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shown in figure 7.The downsampling performed at decomposition stage introduces an aliasing effect. The 

reconstruction filters need to be selected so that the aliasing effect introduced at the decomposition stage should 

be cancelled. The overall process of wavelet is depicted in the figure 8.The wavelet packet analysis is an 

extension of wavelet analysis with an inclusion of analysis of both approximation (cA) and detail (cD) 

components. The wavelet packet analysis looks like a complete tree structure. The multistage wavelet packet 

analysis looks like as shown in figure 9. 

 

 
 

Fig. 7 Reconstruction Stage 

 
Fig. 8 Wavelet Transform as a mulirate filter 

 

The wavelet packet analysis is an extension of wavelet analysis with an inclusion of analysis of both 

approximation (cA) and detail (cD) components. The wavelet packet analysis looks like a complete tree 

structure. The multistage wavelet packet analysis looks like as shown in figure 9. 

 
Fig. 9 Wavelet Packet Analysis 

 

The wavelet packets use the wavelet filters to decompose and reconstruct the signals. The wavelet 
filters corresponds to the perfect reconstruction condition as well as to represent the data to suite different 

applications. 
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VI. SIMULATION RESULTS 
In this section the simulation results of adaptive filters, Wavelets Packet based transform domain LMS, 

the variation of LMS (Var LMS), Binary step size LMS (BSS LMS), and multirateVar LMS and multirate BSS 

LMS in wavelet packet domain on de-noising of TDM signal are presented. The flow graph in figure 10 

represents the total process that was considered in this paper.  
 

 
 

Fig. 10 De-noising of TDM signals based on Wavelet Packet based denoising 

The two signals that are multiplexed in TDM, multiplexed signal and noisy signals are shown in the figure 11. 

 

 
 

Fig. 11 Input, TDM and Noisy signals 

 

The Peak Signal to Noise Ratio (PSNR), Mean Square Error (MSE), Maximum Squared Error (MAX 
ERR), Ratio of Squared Norms (L2RAT) are calculated and tabulated for different types of techniques.The 

simulation results of adaptive filters on denoising are presented in table I. LMS, Normalized LMS, RLS and 

LSL based denoising are implemented. It is observed that the maximum value of maximum error is 5.03 with 

LMS in the second signal case. The standard LMS has produced highest MSE and LSL a lowest MSE. 
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Table I: Denoising with Adaptive Filters 

 

Denoising with Adaptive Filters 

  

  

PSNR MSE MAX ERR L2RAT 

FS SS FS SS FS SS FS SS 

LMS 49.19 48.02 0.78 1.02 4.21 5.03 0.93 0.98 

NLMS 52.30 52.32 0.38 0.38 2.04 3.17 0.95 0.93 

RLS 53.37 52.39 0.30 0.38 1.93 2.74 0.98 1.03 

LSL 54.02 53.87 0.26 0.27 1.56 2.13 0.91 0.96 

Average 52.22 51.65 0.43 0.51 2.44 3.27 0.95 0.97 

 

Table II presents the simulation results of denoising using LMS based on DCT and DFT. The 

performance of these techniques is almost similar to that of the previous adaptive filters except LMS. The 
standard LMS has shown fragile performance.  

 

Table II: Denoising with Transform domain LMS based on DCT & DFT 

 

Denoising with Transform domain LMS based on DCT & DFT 

  

  

PSNR MSE MAX ERR L2RAT 

FS SS FS SS FS SS FS SS 

DFT 53.30 53.04 0.30 0.32 1.81 2.14 1.02 0.93 

DCT 53.88 51.62 0.27 0.45 2.08 4.15 0.92 0.88 

Average 53.59 52.33 0.28 0.39 1.94 3.15 0.97 0.91 

 

Table III shows the performance of LMS in wavelet packet domain with different wavelets. Haar, 

Daubechies, Symlets, Coiflets, Biorthogonal, demeyer and reverse biorthogonal wavelets are considered. The 

performance with different wavelet combinations is almost similar. The PSNR is in the range of 54dB with 

almost all wavelets. The maximum error is around 1.6.  

 

Table III: Denoising with LMS in Wavelet Packet Domain 

 

Denoising with LMS in Wavelet Packet Domain 

  

  

PSNR MSE MAX ERR L2RAT 

FS SS FS SS FS SS FS SS 

Haar 54.02 54.12 0.26 0.25 1.78 1.87 1.08 1.13 

db10 54.51 53.76 0.23 0.27 1.33 1.86 1.06 1.06 

db45 54.64 54.15 0.22 0.25 1.39 1.54 1.04 1.06 

sym6 54.41 54.09 0.24 0.25 1.25 1.55 1.04 1.02 

coif4 54.89 53.56 0.21 0.29 1.56 1.67 1.09 1.06 

bior2.4 54.29 54.06 0.24 0.26 1.52 1.79 1.02 1.08 

dmey 54.01 54.11 0.26 0.25 1.62 1.76 1.02 1.10 

rbio1.3 54.39 54.05 0.24 0.26 1.70 1.78 1.04 1.06 

Average 54.40 53.99 0.24 0.26 1.52 1.73 1.05 1.07 

 

Table IV gives the simulation results of variation of LMS on denoising in five runs. The performance is 

almost similar to that of the previous techniques. The maximum value of PSNR is 54.08dB while the maximum 

error is 4.37.  
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Table IV: Denoising with Var LMS 

 

Denoising with Var LMS 

  

  

PSNR MSE MAX ERR L2RAT 

FS SS FS SS FS SS FS SS 

Var LMS-1 53.34 51.14 0.30 0.50 3.53 3.67 0.91 0.88 

Var LMS-2 54.08 52.82 0.25 0.34 2.93 4.09 0.92 0.89 

Var LMS-3 53.15 51.79 0.31 0.43 2.87 4.37 0.94 0.83 

Var LMS-4 53.07 51.54 0.32 0.46 3.30 4.11 0.96 0.82 

Var LMS-5 53.84 51.95 0.27 0.42 2.77 3.91 0.86 0.94 

Average 53.50 51.85 0.29 0.43 3.08 4.03 0.92 0.87 

 

Table V presents the performance of BSS LMS on denoising. The table gives the values of parameters 

in five runs. The average value of PSNR wit first signal is 53.07dB, with second signal 53.99dB, while the 

maximum error is 1.52 and 2.73 with two signals respectively. The performance of BSS LMS is found to be 

slightly better than the traditional LMS and transform domain LMS based on DCT and DFT and the variation of 
LMS, but the improvement is not significant.  

 

Table V: Denoising with BSS LMS 

 

Denoising with BSS LMS 

  

  

PSNR MSE MAX ERR L2RAT 

FS SS FS SS FS SS FS SS 

BSS LMS-1 51.83 51.93 0.43 0.42 4.56 4.81 0.87 0.97 

BSS LMS-2 54.22 52.11 0.25 0.40 2.52 3.70 0.89 0.89 

BSS LMS-3 52.83 51.38 0.34 0.47 2.58 4.02 0.95 0.84 

BSS LMS-4 53.33 52.11 0.30 0.40 2.99 3.92 0.91 0.86 

BSS LMS-5 53.18 52.37 0.31 0.38 2.76 3.16 0.94 0.85 

Average 53.07 51.98 0.33 0.41 3.08 3.92 0.91 0.88 

 

Table VI presents the performance of the multirate variation of LMS by using wavelet packet domain 

on denoising. The simulation results show that the performance is improved by a great extent. The PSNR values 

at times 66.37dB and 64.46dB. The minimum value of PSNR is 58.86 with demeyer wavelet. The maximum 

error is in the range of 1.5. The results are obvious because of the correlated data coming out of wavelet packet 

representation. 

Table VI: Denoising with MultirateVar LMS using Wavelet Packet Domain 
 

Denoising with MultirateVar LMS using Wavelet Packet Domain 

  

  

PSNR MSE MAX ERR L2RAT 

FS SS FS SS FS SS FS SS 

Haar 60.10 66.37 0.06 0.02 1.50 1.31 1.04 1.04 

db10 59.11 61.16 0.08 0.05 1.60 1.57 1.06 1.06 

db45 61.26 64.46 0.05 0.02 1.34 1.35 1.07 1.07 

sym6 60.56 61.74 0.06 0.04 1.54 1.75 1.07 1.06 

coif4 61.25 61.61 0.05 0.04 1.63 1.45 1.12 1.01 

bior2.4 61.17 63.65 0.05 0.03 2.15 1.56 1.04 1.07 

dmey 58.86 61.53 0.08 0.05 1.55 1.63 1.07 1.08 

rbio1.3 62.28 61.21 0.04 0.05 1.33 1.52 1.04 1.05 

Average 60.58 62.72 0.06 0.04 1.58 1.52 1.06 1.06 
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Table VII describes the performance of multirate BSS LMS by using wavelet packet domain on 

denoising. The table shows that the performance of BSS LMS in wavelet packet domain is even better than that 

of Var LMS. The average values of PSNR of Var LMS in wavelet packet domain is 60.58dB and 62.72dB with 

the two signals while that of BSS LMS is 63.55dB and 62.31dB. The maximum error and ratio of squared norms 

are similar with Var LMS and BSS LMS in wavelet packet domain.  

 

Table VII: Denoising with Multirate BSS LMS using Wavelet Packet Domain 
 

Denoising with Multirate BSS LMS using Wavelet Packet Domain 

  

  

PSNR MSE MAX ERR L2RAT 

FS SS FS SS FS SS FS SS 

Haar 64.35 59.81 0.02 0.07 2.29 1.82 1.07 1.09 

db10 66.74 63.15 0.01 0.03 1.19 1.41 1.08 1.06 

db45 61.04 62.29 0.05 0.04 1.40 1.64 1.04 1.09 

sym6 62.55 64.95 0.04 0.02 1.34 1.56 1.06 1.03 

coif4 59.06 60.45 0.08 0.06 1.94 1.94 1.12 1.07 

bior2.4 67.23 62.25 0.01 0.04 1.25 1.36 1.01 1.10 

dmey 61.02 62.11 0.05 0.04 1.36 1.53 1.05 1.03 

rbio1.3 66.42 63.47 0.01 0.03 1.54 1.32 1.05 1.09 

Average 63.55 62.31 0.04 0.04 1.54 1.57 1.06 1.07 

 

The comparison of all these techniques is presented in the table VIII and figures 12 to 15. 

 

Table VIII: Denoising by different techniques 

 

Denoising by different techniques 

  

  

PSNR MSE MAX ERR L2RAT 

FS SS FS  FS SS  FS FS SS 

Adaptive Filter 52.68 51.88 0.38 0.47 2.27 3.23 0.95 0.95 

DCT &DFT based LMS 53.59 52.33 0.28 0.39 1.94 3.15 0.97 0.91 

BSS LMS 53.07 51.98 0.33 0.41 3.08 3.92 0.91 0.88 

Var LMS 53.50 51.85 0.29 0.43 3.08 4.03 0.92 0.87 

AdFl in WP 54.40 53.99 0.24 0.26 1.52 1.73 1.05 1.07 

MultirateVar LMS WP 60.58 62.72 0.06 0.04 1.58 1.52 1.06 1.06 

Multirate BSS LMS WP 63.55 62.31 0.04 0.04 1.54 1.57 1.06 1.07 
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Fig. 12 PSNR values with different techniques 

 

 
 

Fig. 13 MSE values with different techniques 

 

 
Fig. 14 Maximum error values with different techniques 
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Fig. 15 L2RAT values with different techniques 

 

VII. CONCLUSIONS 
In this paper the denoising of time division multiplexed version of two signals sampled at different rate 

is considered. Traditional adaptive algorithms including DCT and DFT based transform domain LMS, transform 
domain LMS based on wavelet packets with different wavelets, a new variation of LMS, binary step size LMS 

and transform domain version of these two algorithms using wavelet packets with different wavelets are 

implemented for the specified denoising. The average PSNR with the traditional adaptive algorithms excluding 

DCT and DFT based transform domain LMS is calculated to be 52.28dB, with DCT and DFT based transform 

domain LMS 52.96dB, with BSS LMS 52.53dB, with Var LMS 52.67dB, with LMS in wavelet packet domain 

54.19dB, Var LMS in wavelet packet domain 61.65dB and with BSS LMS in wavelet packet domain 62.93dB. 

From these results one can conclude that the new algorithms devised outperforms the existing techniques. 
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ABSTRACT :  Urban spaces are places in order happening crime. Considering of them both of quality and 

quantity aspects is necessary. On the other hand, gender urban design is important due to some urban spaces 

are unsafely for attendance of women.  Planning and designing safe public spaces for women and girls means 

creating public spaces with features that enhance women’s safety and feelings of safety, and detract from 

features that cause women’s insecurity and feelings of insecurity. While planning and designing safe public 

spaces for women, planners, designers and architects place special focus on lighting, landscaping, visibility, 
motorized traffic, pedestrian traffic, urban furniture, potential hiding spots, signage, security personnel, 

proximity to other public spaces, proximity to emergency services, and access to public transportation. Each of 

these areas is given particular consideration from the perspective of the women and girls who use public 

spaces. In order to, this research is applied and the research method is "descriptive – analytical". The method of 

data collected is field and questionnaire. Therefore were used 180 questionnaires. Also, was used "SPSS" 

method for analyzing data. The finding shows that urban space safeties in studied area have decreased. on the 

other hand if the time of attendance women increase , urban security will increase .    

 

KEY WORD:  Urban public space, women security, safe space, Mashhad metropolitan 
 

I. INTRODUCTION 
 Safety planning and design also involves more than just the concrete, physical features of a space, 

although interventions at this level may occur first in safe cities for women programmed (Zarabi, 2013, 

47). It is a necessarily participatory process whereby community members (especially women) work 

together to create spaces that accommodates strong social relations. In order to be successful, planners and 

designers must pay attention to how people express themselves in, and interact with, public space. In any 

given day, public spaces are the setting for a myriad of gendered social interactions. As a result of these 

interactions, public spaces themselves become gendered. For example, in a school yard, young girls may 

gather together under a certain tree and watch young boys play soccer in a field.  As this process continues, 

the space under the tree will become understood as a “girl‟s space” and the soccer field will become 

understood as a “boy‟s space”. This can be problematic because public space should belong to everyone 

and everyone should have a right to use it – girls should feel free to use the soccer field and boys should 

feel free to sit under the tree. Thus, planning and designing safe public spaces for women and girls also 

means analyzing the various uses of public spaces, who uses them, when, and for how long. This kind of 

planning and design also focuses on who doesn’t use a particular public space, when, and why. This is 

because when certain groups, like women or girls, do not use a space, it is usually an indication that the 

space feels insecure to members of that group.Planning and designing safe public spaces for women and 

girls requires constant attention to physical and social characteristics of space. It also requires constant 

evaluation of the social and physical implications of the planning and design process.  
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 The planning and design of a space has the potential to either reinforce gender inequality or to 

advance gender equality. For this reason, the planning and design process is a crucial facet of creating safe 

cities for women and girls.Gender is a particularly important consideration when planning and designing 

essential services in communities. Often, when essential services are badly planned or missing, women and 

girls bear the brunt of the insecurity that accompanies such situations. For example, “Sexual harassment is 

rampant when girls go out in the open for defecation. Men disguise themselves as women and hide 

themselves in the fields...There have been instances when girls were abducted from the fields and men 

were caught for sexually harassing them. After 11pm, girls are usually forbidden from going to the fields 

unless they are accompanied by an elder” (Asdaqi, 2012, 56).Planning and designing safe public spaces for 

women and girls is the process whereby urban planners, designers, architects, women, grassroots and other 

community actors collaborate to make the physical features of public spaces safe and welcoming for 

women and girls. If public spaces are dark, abandoned, unclean, overgrown, or lacking certain elements 

like benches or emergency phones, they are potentially unsafe for everybody, but for women and girls in 

particular. Therefore, there is an increased chance that women and girls will not use spaces where they feel 

fear and/or experience violence.  In safe cities for women and girls initiative, it is necessary that the safety 

needs of women and girls are taken into account in planning and design. Experience shows that when a 

space is occupied by women and girls, it is also occupied by more people in general. Streets, parks, bus 

stops, sports fields, squares, parking lots, etc. that have been planned and designed according to the 

specific safety needs of women and girls exhibit the following 
 

characteristics ( Sistani , 2012 : 89 ): 

 Easy access to and from the location 

 Easy movement within the location 

 Good lighting so that users can see and be seen  

 Easy-to-read signs to help users find their way 

 Clear, well-kept paths where users can easily see each other 

 General visibility of the entire space, free from hiding places where a person could wait  unseen 

 Includes mixed uses – many places to hangout, walk, play, eat, exercise, etc. for diverse user groups at 

different times of day 

 Provisions for different seasons (shade in hot weather and protection in cold weather) 

 Provisions for young children and the elderly (because women are often caretakers), e.g. in urban areas 

this could mean low, wide sidewalks for strollers, wheelchairs, and walkers, and areas with slow-moving 

traffic 

 Access to clean, secure, easily accessible toilet facilities with space for changing children‟s diapers 

Safety planning and design for women and girls is important because it creates public spaces where women 

and all users have equal opportunity to be healthy, secure and happy. This kind of planning is based on the 

fact that the physical design of urban spaces affects women‟s use and enjoyment of the public realm. 

Designing and planning safe public spaces for women and girls is important because: 

 It raises awareness of the fact that space is not neutral; the design of spaces can either facilitate or 

impede their use, appropriation and safety for women and girls. 

 It recognizes that gender and gender relations between women and men are key factors in how urban 

spaces are organized and developed.  

 It recognizes that the city spatially reflects specific social, economic and historical characteristics that 

are unique to local women‟s situations. 

 It recognizes that spaces in the city reflect the relations of power that determine the behaviors and 

differences in the lives of women and men. 

 It recognizes that the public spaces in a city are usually designed based on a traditional conception of 

the family and a traditional division of labor among women and men (men as workers in the public space and 

women as caretakers and home keepers in the home and private spaces). Furthermore, it promotes initiatives 

to change this spatial organization in order to reflect changing gender roles in society. 

 It recognizes that women‟s fears are based on reality (the relationship between feelings of fear and 
experiences of violence) and that women know when and where they feel unsafe in the cities and why.  

 It is a useful tool to improve the quality of urban and community life and to reduce women‟s fear and 

victimization.  

 It recognizes that if women and girls avoid using certain public spaces because they do not feel safe, 

these spaces will become more insecure for women, girls, and other users. Therefore, it is a useful tool to 
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improve the quality of urban and community life for everyone, and to reduce women‟s fear and 

victimization.  

 It promotes the right to the city and to citizenship for women and girls as a condition for equitable and 

sustainable cities and communities. 

The best way to ensure that spaces are welcoming to women and girls is to consult with women and girls 

who are the intended users of a space. However, women and girls may find it difficult to participate in public 

planning and design discussions for a variety of reasons. The following list should be considered by any 

person or organization wishing to involve women and girls in the planning and design of public spaces 

(Esfahani, 2009:75). 

Women may not attend public planning discussions on safer communities because: 

 They have difficulty getting to or from the discussion 

 They are unaware of women‟s safety issues because there is little public or media discussion of them 

 They may have internalized/accepted gender-based forms of violence (e.g. sexual harassment) as 

normal and not see them as a problem. 

 They have difficulty reading materials for the discussion 

 They cannot afford childcare for the time it takes to participate in discussions 

 They do not have time to participate in discussions because of work/family/ volunteer commitments 

 They cannot attend discussion meetings which are being held at an inconvenient time 

 Their culture may not be supportive of such activities 

 They do not have the support of their spouse or friends 

 They are afraid of speaking in public 

 They are poor and feel as though they do not belong 

 They are disabled and cannot access the space where discussions are being held 

 They are unaware that resources exist to plan communities to support women‟s safety 

 They have no computer to access information about discussions 

 They do not speak the language in which the discussion is being held 

 They have more pressing personal concerns such as poverty or poor health 

 They cannot find the place where the discussion is being held 

 They do not feel safe in the place where the discussion is being held 

 They have to look after elderly members of their family and have no time 

 They do not believe that they are smart enough to participate in the discussion 

 They have participated in public meetings in the past and had bad experiences 

 They feel intimidated by large groups and/or public officials 

 They do not feel confident speaking in front of men 

 They feel like their age makes their concerns irrelevant (whether they are old or young) 

 They feel apathetic about public issues (Biyabangard, 2010:34). 

 

Women consistently express greater fears for their personal safety in urban environments than do men. 

Statistics demonstrate that, conversely, young men are the most vulnerable to actual attack in towns and 

cities, while women are more likely to be attacked in their own homes by someone they know 

well.  However, these figures are possibly skewed by the fact that if women are afraid to go out on the streets 

alone they are less likely to become victims of crime in the urban environment.Research by Women's Design 
Service reveals that it is fear of sexual assault which underlies women's anxiety. Women have been at risk 

from male sexual assault through history and across cultures, a situation often legitimated by a concept of 

women's inherent inferiority to men. Furthermore, they are rarely treated as innocent victims of assault. 

Where rape cases are brought to law, the woman often ends up „more accused than the accused' (Javadi , 

2009 :90) In the UK today only 7.5% of reported rapes result in a conviction, and it is widely thought that 

90% of rapes go unreported.During the 1970s, when the second wave of the Women's Liberation Movement 

was at its height, a number of "Reclaim the Night" marches were organized. The aim was to give women the 

confidence to go out into urban public spaces after dark. One of the popular chants was „However we dress, 

wherever we go, Yes means Yes and No means No!' These demonstrations helped to push the agenda of 

women's safety forward, but recently the marches have been revived by the London Feminist Network 

because the pace of change has been too slow (Syed Hussain, 1998:23). 
 

Women's fear of going out alone after dark means that, in northern Europe, they confine themselves 

indoors from 4.0pm onwards during the winter months. This has a huge impact on women's ability to engage in 

employment, adult education, civic and community participation and social and leisure activities (Ozer, 
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2003:12).Our Making Safer Places projects, initiated in the late „90s, set out to identify how changes to the 

physical environment might help women to reclaim the right to use public space as and when they wish (Slusky 

, 2004 :56 ). Whereas previously many women may not have questioned the social factors that have contributed 

to their fears, the process of engaging with these issues through discussion with other women has led many of 

our participants to join groups and organizations working to change the relations between the genders and the 

social frameworks that perpetuate them (Williams , 2000: 84 ). 

 

II.  STUDIED AREA 
 Mashhad has been located between Hezar Masjed & Binaloud Mountains. The city is located at 

36.20º North latitude and 59.35º East longitude, in the valley of the Kashaf River near Turkmenistan, 

between the two mountain ranges of Binalood and Hezar-masjed. Mashhad divided 7 parts in planning 

based on environmental, physical, economical, social indicators (Farnahad consultant, 2008).  This area 

consists of natural and physical opportunities. Thus, middle area is one of the main economical and 

physical areas in Mashhad. This area has some factors. Such as:  

- appropriate place in urban spatial space  

- appropriate relation between with natural area such as Binalood mountain  

- consisting of structure and various physical fabrics  

- centralization of  activities in urban scale  

- there is value environmental such as : gardens , canals  

- there is the most network in this area due to holly shrine 

- there is problems about urban spaces and physical structure , so it is necessary urban planning  

 

Mashhad divide 12 municipally regions. Studied are have located in 1 region that has been mentioned in 

figure one. Social characters of studied area have been shown in table (1).  

 

Table (1) .mentioned community 

 

 

 

 

 

 

 

 

 

 

Figure 1: studied 

area  

Gender  

 Frequency Percent Valid Percent Cumulative Percent 

V
a

lid
 

Male 23 38.3 38.3 38.3 

Female 37 61.7 61.7 100.0 

Total 60 100.0 100.0  

http://en.wikipedia.org/w/index.php?title=Kashaf_River&action=edit&redlink=1
http://en.wikipedia.org/wiki/Turkmenistan
http://en.wikipedia.org/wiki/Mount_Binalud
http://en.wikipedia.org/w/index.php?title=Hezar-masjed&action=edit&redlink=1
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III. Finding 
In this part has been considered mentioned questionnaire. 

 

3.1. Correlation test 
There is Coefficient correlation (-0.01) between gender and urban space quality as two main variable. It 

means if increase urban space quality, secure will decrease between women. On the other hand, there is 

Coefficient correlation (+0.022) between gender and social attendance as other variables. It means while 

increasing time of social attendance, so increasing security in urban open space especially for women.  

 
Table (2): Coefficient correlation between variables 

 

Hypothesis test  
It seems that attendance of women in studied are has been decreased.  

According analyzing of questionnaire, finding show 78.4 percentages of women were attended between 

Am to Pm. also, only 1.7 percentages of women at night. 

 
Table (3): attendance time to studied area 

 

  
 

 

 

 

 

 

 

Correlations 

 
Gender Destroyed security Usable time 

Gender 

Pearson Correlation 1 -.001 .022 

Sig. (2-tailed) 
 

.996 .869 

N 60 60 60 

Destroyed security 

Pearson Correlation -.001 1 .240 

Sig. (2-tailed) .996 
 

.065 

N 60 60 60 

Usable time 

Pearson Correlation .022 .240 1 

Sig. (2-tailed) .869 .065 
 

N 60 60 60 

Time  

 Frequency Percent Valid Percent Cumulative Percent 

V
alid

 

Morning 43 71.7 71.7 71.7 

Afternoon 12 20.0 20.0 91.7 

Night 4 6.7 6.7 98.3 

Late night 1 1.7 1.7 100.0 

Total 60 100.0 100.0  
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Figure (2): histogram graph of attendance women 

 

So, the hypothesis is true according to above information. Attendance of women during day has been 

decreased. 
 

1- It seems, that has decreased urban space safety 

in order to women attendance.  

Studied community expose to discussion that there are some factors in order to decreasing safety in studied 

area. 61.7% believed one of the reasons that have been led to unsafe in studied area was vacant lands. 13.3 

believed there isn‟t adequate light in studied area. And 10% believed addict persons have been led to 

unsafe place.   

Table (4): considering of unsafe factors 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure (3): histogram graph of unsafe factors 

 

So the second hypothesis is true and the qualities of urban space in studied area are reduction.  

IV. CONCLUSION 
Both societal norms for behavior and the built environment affect a woman‟s safety in public 

spaces. Knowledge of women‟s issues might begin to make a shift in the way women are treated and 

respected in the society. While retaliation and rejecting the notion that it is okay to be inappropriately 

treated in public is perhaps a beginning, the journey is much longer. A crucial step is to generate more 

awareness about women‟s safety issues in public spaces. The behavior and attitudes of the society cannot 

be transformed overnight, but the built environment can be controlled and can be used as a medium for 

change. Further research needs to be done while engaging various community organizations, municipal 

authorities, police departments and other important stakeholders. Workshops need to be organized and 

future women‟s safety audits need to be designed and led by community members. This would help form 

crucial links between the 

Distribution of safety  

 Frequency Percent Valid Percent Cumulative Percent 

 

V
alid

 

Addict person 8 13.3 13.3 13.3 

Vacant lands 37 61.7 61.7 75.0 

The lake of light 8 13.3 13.3 88.3 

Robbery 6 10.0 10.0 98.3 

Other 1 1.7 1.7 100.0 

Total 60 100.0 100.0  
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ABSTRACT : Wind / PV hybrid power systems, completed in time and geography, both economical and 

reliable than PV or wind turbine, but the hybrid system wind / PV to increase capacity. Installation of 

experience with traditional power design and optimization of design and operation cannot be seen with. To solve 

the problem in a comprehensive objective function to present the objective function of the solar wind. And 
reliability of the storage cells can be calculated with an investment of erosion format system resources, 

including the number of solar cells and batteries, but the type and amount of solar wind to change. As well as to 

improve not only to make the results more accurate investment costs and reliability cost of conversion 

optimization problems several optimization problems today.Improved optimization algorithms, PSO are used to 

solve nonlinear hybrid analysis is any integer optimization problem on the basis of PSO algorithm standard 

techniques then there is the first step convergence factor is applied to improve the detection performance of both 

migration are used to improve the ability of the algorithm to find the best in the whole world. 

 

I. INTRODUCTION 
 In recent years, many new renewable energy technologies are into commercial applications, the 

maximum possible and the fastest growing wind and solar power. Low efficiency and poor reliability of wind 

and solar power, however, although the study of solar and wind energy, time and geography found in. Complete 

two very small wind most of the day in the sun when the wind began to strengthen. Because there are significant 

changes in the surface temperature of the light is very weak cold summer, sunshine, windy and weak winter 

sunlight is reduced and windy, so the best match for energy assets. Solar energy storage system and a full wind, 
wind / solar wind is provided by renewable solar electricity / assembly and storage. Material security, both in 

terms of the cost of solar or wind power to generate more profitable.Wind / diesel power system components 

and how the various components of the system to match the key advantages to the full game systems, hybrid 

power, and the optimization of the composition of the linearity of the power plant itself. Itself and the 

complexity of the linear system; Creating Nonlinear optimization problem some wind / current power systems 

research alone hybrid solar to supplement their education with some valuable advice on optimization problems 

that will be sent, but it is unclear as well the failure of some of the problems that continue in spite of the 

tendency of the PV cell system reliability and find out how best to deal with the hassles and inefficiencies. To 

solve this problem based on  Optimization of this project is to improve the PSO algorithm proposed in this 

calculation model was established on a project to simulate the actual operation of the system can work not only 

with modern facilities , including the advantages of PSO and genetic algorithms . Fix the PSO algorithm, the 

global convergence properties of both higher capacity and efficiency. Quick search is in this article, the validity 
of the proposed method is tested with classical test cases. 

II. PROBLEM FORMULATION 
 Typically, wind / solar renewable energy systems, wind turbines, solar panels, solar panels listed in the 

battery drain voltage control devices and other components of the cost of the first studies that follow this system. 
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Wind turbine output model : Wind turbine output characteristic curve shown in Figure 2. So the wind turbine 

output characteristic equation that can be exported by using the curve fit. 
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Fig.2 The output of wind turbines 

The output characteristics equation of wind turbine is given as below: 

 
Where, 

PWG: The wind turbine output power (Watt) 

PR: The wind turbine rated power (Watt) 

VW: The wind speed (m/s) 

VC, VF, VR: Cut-in, cut-out and rated or nominal speed of the wind turbine (m/s) 

PV cells output model : Turn on solar photovoltaic installed capacity is an important factor. The decision to 

change the PV array, which will be the highest yield, but this can cause one of the solar power system, in fact, 

solar power generation system. By turning the power output of the turbine, and other issues related to the design 

changes were put into operation as a decision variable in PV cells (PPV (T)) and replacement (Ө) a. the 

relationship between the output powers as a function of the model can be written as a singer.  

PPV (t) f (VM (θ) I (θ)) = (2).  

I vm respectively, the voltage and current is from the solar cell. 

The battery output model : Because, the output is the random behavior of solar cells and wind turbines, the 

capacity of the battery is a hybrid of the changes to the system. Turbines and solar cells are larger than the total 
amount of electrical load and battery charge state of the battery on the T (3) can be expressed as: 

      (3) 

Where, 

Pb(t): Battery charged quantity at time ( t ); 
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Pb(t-1): Battery charged quantity at time ( t-1); 

σ: Battery self-discharge rate per hour; 

Pz(t): The total output power of the turbine and 

PV cells in the time interval ( t -1) -( t ) ; 

 Pl(t): The total load power in the time interval 
( t -1) -( t ); 

ηinv: Inverter efficiency; 

ηbc: Battery charging efficiency; 

ηbf : Battery discharging efficiency; 

The reliability model : The reliability is an important indicator in evaluating a power generation system, which 

measures in terms of loss of power supply probability (LPSP). The LPSP for a considered period T is defined 

by: 

 (5) 

The LPSP for the time t is obtained through (6): 

      (6) 

Where, T is the running time considered, here T =8760 hours; Pl(t) The total load power in the time interval ( t -

1) -( t ); Pz(t) The total output power of turbines and PV cells in the time interval (t-1) - (t); Pb(t-1) Battery 
charged quantity at time (t-1); Pbmin the minimum charged quantity of battery ; ηinv is Inverter efficiency; u(t) 

is a step function[5]; 

III. RESEARCH 
A. The objective function 

 The objective function is the total annual cost of system, which consists of the cost of various 
components in the system and the annual cost of power loss. It can be obtained in (7): 

minCz = min(Cw + Cpv + Cb + Cr)          (7) 

Where, 

Cz The total annual cost of components in the system; 

Cw The total cost of wind turbines; 

Cpv  The total cost of PV panel; 

Cb The total cost of the batteries; 

Cr The total annual cost of power loss of system. 

1) The total cost of wind turbines 

 

 

2) The total cost of PV cells 

 

 

3) The total cost of batteries 
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Where, Wn, Sn, Bn are respectively the style of the turbines, PV cells and batteries; ai, bj, ck are respectively the 
unit cost of the turbine, PV cells, and battery for the type of i, j, k; Pi, Pj, Pk are capacity of the turbine, PV cells, 

and battery for the type of i, j, k respectively; u(Pi), u(Pj), u(Pk) are the annual maintenance and operation costs 

of the turbine, PV cells, and battery with capacity of Pi, Pj, Pk for the type of i, j, k respectively; n is the period 

of the installation and construction of equipments; t’ is the starting age of equipments put into operation; m is 

depreciable lifetime of equipment; r0 is discount rate; and t is the year. 

4) The total cost of power loss of system considering supply reliability 

   (14) 

Where, coe means compensation coefficient, from (14) it can seen that if coe is improved, the cost of power loss 

of system will be increasing. In order to avoid the cost of power loss is too large, hybrid generating system has 

to reconfigure the various components and to lower loss of power supply probability (LPSP), thereby the 

reliability can be controlled by controlling coe. 

B. Decision variables 

From the above analysis, operational decision variables include the following variables: 

X = {Sn, Npv.p, θ, Wn, NWT, Bn, NBAT.P}    (15) 

Where, Wn, Sn, Bn are respectively the style of the turbines, PV cells and batteries; Npv.p, NWT, NBAT.P are 
respectively the number of turbines, PV cells and batteries; θ is the inclination of PV cells. 

C. Constraints 

1) The constraints of the inclination of PV cells: 

0< θ<900    (16) 

2) The constraints of the number of turbines, PV cells and batteries; 

 
0 ≤ NWT ≤ NWTmax    (17) 

0 ≤ NBAT,P ≤ NBAT,Pmax 

Where Npv,Pmax, NWTmax, NBAT,Pmax are respectively the maximum allowable number of the installation of turbines, 

PV cells and batteries. 

3) The constraints of the capacity of batteries; 

Pbmin ≤ Pb(t) ≤ Pbmax    (18) 

Where, Pbmax means the maximum allowable capacity of batteries, which is generally set to rated battery 

capacity Pbc ; Pbmin means the minimum allowable battery capacity, which is determined by the maximum depth 

of discharging DOD , that is Pbmin =(1-DOD).Pbc, and DOD is generally set to 30%~50%. 

IV. IMPROVED PSO ALGORITHM 
A. PSO algorithm 
 Particle Swarm Optimization (PSO) was first proposed by J. Kennedy and R.C. Eberhart in 1995. The 

algorithm began as a simulation of the predatory behavior of birds flocking, in which each agent, according to 

its own flying experience and that of its neighbors, constantly modifies its flight direction and velocity, and 

ultimately approaches to the global best position through the whole searching space. In PSO algorithm the 

particle of i can be expressed by a D-dimensional vector and the position vector xi = (xi1,xi2,…,xiD)T , the velocity 

vector vi = (vi1,vi2,…,viD)T 

The particle swarm optimizer adjusts velocities and positions by the following formula: 

       (19) 

      (20) 
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Where, 

 current d-dimensional velocity of agent i at iteration k , 

 acceleration factor(known as study operator) , respectively adjusts the largest step length of flying 

direction to the gbest and the pbest , generally c1 = c2 = 2.0; 

 current d-dimensional position of agent t i at iteration k ; 

 D-dimensional pbest of agent t i at iteration k ; 

 D-dimensional gbest of the group ; 

B. The improved form of PSO algorithm 

1) The introduction of a confluence of factors.  

The movement of the particles (21) can be updated accordingly, in order to accelerate the rate of convergence, 
the convergence factor of the PSO algorithm is introduced [4], which has been developed in the literature. 

    (21) 

Where, K is a function of c1 ,c2 as reflected in equation (22) 

 

Generally, . Different types of functions are tested and the result showed that the PSO 

algorithm which has been introduced the convergence factor is superior to the standard PSO algorithm in 

improving the convergence speed. 

2) Migration and mutation.  

Standard PSO algorithm, it is easy to read because the competition is one of the best local, more particles to 

improve the global search. Transition Genetic algorithms have been introduced in the paper this idea, mutations 

to expand the optimization of overlapping particles and fitness monitoring the parent mass used overlap. 

Definition: Let the particle's number n, fi is the fitness of the ith particle, fav is the average fitness at present, fbest 

is the best fitness of particles, σ2 is the fitness variance of particles, then σ2 can be defined as below: 

 

This definition shows that the fitness variance of particles σ2 reflects the extent of "converge" of particles, the 

smaller σ2 is, the higher the degree of aggregation of particles is; conversely, the more dispersed the distribution 

of individual of particles is. In the process of the mutation of particle swarms, the mutation probability should be 

dynamic, and the selection of the mutation probability should be related to overlapping condition of the swarms. 

It can be seen from (23) that the fitness variance is in the range between 0 and n .Therefore, the mutation 

probability is obtained by (24): 

 

Where,  mutation probability of the swarms at iteration k ; σ2 is the fitness variance of the swarms at iteration 

k; is respectively, the maximum and minimum values of mutation probability, is generally set to 

0. 

V. CAPACITY OPTIMIZATION OF STANDALONE HYBRID WIND/PV POWER 

SYSTEM 
 Independent process to configure the power supply system for hybrid wind / PV, wind turbines lowest 

electricity costs of PV cells and the battery power supply configuration can be completed in accordance with 

reliability action:  

(1) The default parameters  
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The population of particles, each sample was tested up to sixty Run = 40 and C1 = C2 = 2.05 the accelerating 

factor mutation particle swarm limited in potential between 0 and 0.4.  

(2) Particles with random position and initial velocity are set to start at 0.  

(3) calculate the fitness of each agent and Xpbest and Xgbest;  

(4) Exercise Reed (23) for admission;  

(5) The possibility. Mutation (24) is calculated by using;  

(6) To find a new point (21) is calculated using (20), mutations in which agents are required.  

If you are unable to reach an advanced PSO algorithm to reproduce (7) and k = k +1, and (3) to set the stage.  

(8) Output for the best solution. 

VI. SIMULATION RESULTS 
 In this paper, the calculation was done based on a certain region selected as an example with 

geographic latitude of 36o48'. The wind speed data (8760 hours), solar radiation data (a typical 24- hour of the 

month of 1,4,7,10 ), the load data (8760 hours) as follows: 
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Fig.3 Wind speed 

 
Fig.4 Solar irradiation 
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Fig.5 Load 

 
Fig.6 Process of evolution 

The specific parameters used for computing are shown in table 1, where a mix of different types of turbines will 

not be taken into consideration, but only a single type of turbine as an example for demonstration. 

Tab.1 System parameters 

 

 

The final scheme of the capacity configuration obtained by using the improved PSO algorithm has been shown 

in table 2: 

Tab.2 Optimal solution 
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It turns out that solar power in the summer than compensate for the lack of geographic latitude air assets 

installation location is smaller than can be seen from Table 2 turbines, PV cells and the battery will be paid 

accordingly. Table 2 and change the number of solar cells and solar cells will turn into the relationship between 

changes in total costs can be drawn. 

 
 

Fig.7 The relationship between Photovoltaic angle and total costs 

From the figure it can be seen that the best inclination is 170 or so and the property of the best configuration 

provided by improved PSO algorithm has been verified. The power curves of turbines, PV cells, batteries and 

the load demand (from 3800 hours to 4000 hours in a whole year) are shown in Fig. 8: 

 

 
 

Fig.8 Change of storage capacity \Photovoltaic power \Wind power 
 

From the Fig. 8 it can be seen that wind power is very unstable and varies considerably, however, PV cells and 

batteries can supply very good so that it guarantees reliable power supply for residents. 

VII. CONCLUSIONS 
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 Optimization of advanced algorithms based on PSO. Reliability electric hybrid wind / PV stand-alone 

project that will be added to the function of the target, which reduces the energy consumption of the system is 

fixed, and in this article is proposed to adjust. Compensation factor is reliable, easy management and control of 

the facilities to be provided by variable in determining the optimization algorithms traditional solar cells and 

batteries only, but kind and the number of turbines and solar panels for the project will change. More accurate 
results 
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ABSTRCT : Power series and Chebyshev series approximation methods were used to solve higher order 

linear Fredholm integro – differential equations via two collocation points: Standard collocation point and 
Chebyshev – Guass – Lobatto collocation point. Numerical examples were given to demonstrate the 

effectiveness of the methods. 
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I. INTRODUCTION: 
 In recent years considerable work has been done both in the development of the technique, its 

theoretical analysis and numerical application in the treatment of Integro – Differential equations, because of it 

wide range of applications in scientific field such as fluid dynamics, solid state physics, plasma physics and 

mathematical biology [2]. Integro – differential equations are classified into various types among which 

Fredholm – integro – differential equation, the focus of this paper. 

Generally, Fredholm – integro – differential equation is of the form 

           

     2                                                                  1-n k   0     ,b    0

1                                                       dt         tu tx,k    xF    x

k

b     

a  



 

k

j

u

u
 

Where 
   x

j
u  are the nth derivatives,   xF ,  tx,k  are given continuous smooth functions,   xu  is the 

unknown function to be determined and 
k

b b, ,a are constants. Because the result of (1) combine the 

differential and integral operators, then it is necessary to define initial conditions as in (2). The Fredholm – 

integro – differential equation of the second kind appear in a variety of scientific application such as the theory 

of signal processing and neural networks [1]. Because of the importance of Fredholm – integro – differential 

equation in scientific research, several numerical methods were used to solve both linear and non – linear 

Fredholm – integro – differential equation such as Tau operational method [8], Haar wavelets method [5], 

Lagrange interpolation method [11] and Differential transformation method [3], just to mention but a few.[11] 

focused on the use of Chebyshev interpolation to solve mixed linear integro – differential equation with 

piecewise interval. Also in [12], Lagrange and Chebyshev interpolation was applied on functional integral 
equation. The use of inverse Fuzzy transforms based on fuzzy partition with combination in collocation 

techniques has been investigated (see [4]). Research has been conducted on the use of Legendre multi-wavelets 

to solve weakly singular Fredholm – integro – differential equations [7]. Power series method was use by [9] to 

solve system of linear and non-linear integro – differential equations and obtain a close form solution if the 

exact solutions are polynomial otherwise produces their Taylor series solution. Chebyshev series has been used 

to solve Fredholm integral equations at three different collocation points [6].In this paper we consider the use of 

power series and Chebyshev series approximation methods to solve higher order Fredholm – integro – 

differential equations using two collocation points. 
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II. POWER SERIES APPROXIMATION METHOD 
 In this section we consider the use of power series approximation solution of the form 

     3                                                                       0  i a    , xa    
i

N

0  i

i

i
 



xu  

Where the coefficients 
i

a  are unknown to be determined. 

Putting (3) in (1) gives, 
 

     4                                           dt          xtx,k  xF  a

N

0  

i

     

    

N

0  i

 i






















 i

i

b

a

j

i
ax  

(4) can be written in a simpler form as 

  
 

       5      dt         ...   ta  t a a tx,k  xF  ...   xa  x a  
2

210

b     

    

2

210
 

a

j

a  

We integrate the right hand side of (5) and after simplification, the resulting equation is then collocated using 

the following collocation points 
(1)Standard collocation point defined as 

 
 6                                                         1. - N ..., 2, 1,  p    ,*

a - b
  a   p

N
x

p
 

(2)Chebyshev – Guass – Lobatto collocation point defined as 

 7                                                               1. - N ..., 2, 1,  q  ,*
N

 cos  







 qx

q


 

Each of the two collocation points describe above together with the initial condition given in (2) resulted in (N + 

1) linear algebraic equations in (N + 1) unknown constants which are then solved to obtain the unknown 

constants that are substituted in (3) to get the numerical solution of (1). 

 

III. CHEBYSHEV SERIES APPROXIMATION SOLUTION: 
  In this section we consider the use of Chebyshev series approximation solution of the form 

       8                                                         0 n  a  ,x T a  x 
n

N

0  j

nn
 



u  

Where  x 
n

T  is Chebyshev polynomial defined as 

       9                                                      1 1,-   x , xcosn  cos  x 
-1


n

T  

and it satisfied the recurrence relation 

        10                                                     1 n      ,x T - x 2xT   x 
1-nn1


n

T
 

Putting (10) in (1), we obtain 

 

 

       11                                dt         t T a tx,k  xF  x T 

b      

a     

N

0  j

nn

j
N

0  j

n  

















n
a  

(11) can be written in a simpler form as 

    
 

          12      dt         ...  x T a  t T a a tx,k  xF  ...  x T a x T a  
22110

b     

    

22110
 

a

j

a

Using the same procedure as in 2.0 above and using shift Chebyshev polynomial where applicable, (12) together 

with (2) gives (N + 1) linear algebraic equations in (N + 1) unknown constants. These equations are solved 

using maple 13 to obtain the unknown constants an’s which are then substituted into (8) to get the numerical 

solution of (1). 

IV. NUMERICAL EXAMPLES AND RESULTS: 
 In this section we consider the following examples on linear Fredholm - integro – differential 
equations. These examples have been chosen from [1]. 
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Example 1:  

     

   

  32

1     

1-  

 x*5  *
2

3
  1  xu 

asgiven  issolution  analytical The

1  0 u      1,  0 

conditions  the to

dt tu   x t- 1  x 32  x 





 

x

u

Subject

u

 

Table 1: Numerical solution of example 1 for N = 10 

 
x Exact solution Power series solution Chebyshev series solution 

  Standard Collocation C.G.L Collocation Standard Collocation C.G.L Collocation 

0 1.000000000 1.000000000 1.000000000 1.000000000 1.000000000 

0.1 1.020000000 1.019987500 1.019987508 1.019855160 1.019853296 

0.2 1.100000000 1.099500000 1.099500027 1.097441281 1.097438523 

0.3 1.270000000 1.269562500 1.269562557 1.267989324 1.267963120 

0.4 1.560000000 1.559963000 1.550000098 1.558530249 1.558512781 

0.5 2.000000000 1.999737500 1.995937649 1.944095018 1.984063738 

0.6 2.620000000 2.619800000 2.617600207 2.595914590 2.606907820 

0.7 3.450000000 3.449812500 3.447812774 3.437419929 3.347742003 

0.8 4.520000000 4.518700000 4.509700350 4.509241993 4.418242167 

0.9 5.860000000 5.858787500 5.849787937 5.678611744 5.759611462 

1.0 7.500000000 7.497500000 7.489800353 7.395160143 7.399962085 

 

Example 2: 

   

     

  x

1     

0   

x

e  xu 

as give issolution  analytical The

1   0 u   0 u   0 

conditions  the to

dt tu   e  e - 1  x 





 

u

Subject

u

 

 

Table 2: Numerical solution of example 2 for N = 10 

 

x Exact solution Power series solution Chebyshev series solution 

  Standard Collocation C.G.L  Collocation Standard Collocation C.G.L  Collocation 

0 1.000000000 1.000000000 1.000000000 0.999999998 0.999999973 

0.1 1.105170918 1.105170918 1.105170317 1.105170906 1.105170586 

0.2 1.221402758 1.221402759 1.221393616 1.221402664 1.221402328 

0.3 1.349858808 1.349858808 1.349796664 1.349858494 1.349853557 

0.4 1.491824698 1.491824698 1.491779456 1.491824493 1.491822318 

0.5 1.648721271 1.648721270 1.648687634 1.648720056 1.648681450 

0.6 1.822118800 1.822118800 1.822091428 1.822117485 1.822097068 

0.7 2.013752707 2.013752706 2.013736257 2.013751484 2.013735387 

0.8 2.225540928 2.225540929 2.225110041 2.225542106 2.225528215 

0.9 2.459603111 2.459603109 2.459401851 2.459602032 2.459591944 

1.0 2.718281828 2.718281828 2.718165764 2.718304575 2.717964004 
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Example 3: 
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Table 3: Numerical solution of example 3 for N = 10 

 
x Exact solution Power series solution Chebyshev series solution 

  Standard Collocation C.G.L Collocation Standard Collocation C.G.L Collocation 

0 0 0 0 2.538281 10
-11

 2.538237 10
-11

 

0.1 0.095310180 0.095309970 0.095308282 0.094929653 0.094900490 

0.2 0.182321557 0.182320192 0.182285697 0.181952718 0.181969997 

0.3 0.262364265 0.262341612 0.262329925 0.262019395 0.262013595 

0.4 0.336472237 0.336448896 0.336437637 0.336129984 0.336131787 

0.5 0.405465108 0.405437993 0.405430058 0.401196354 0.401908328 

0.6 0.470003629 0.469975523 0.469967299 0.467508962 0.466601689 

0.7 0.530628251 0.530595414 0.530091041 0.528493721 0.528138621 

0.8 0.587786665 0.587608614 0.587374025 0.586233239 0.585401225 

0.9 0.641853886 0.641684342 0.641502316 0.640367171 0.639716176 

1.0 0.693147181 0.692912617 0.692874871 0.691938947 0.691122621 

 

Tables of Errors: 

Table 4: Errors for example 1 

 
 Power series Chebyshev series 

X Standard Collocation C.G.L  Collocation Standard Collocation C.G.L  Collocation 

0 0 0 0 0 

0.1 1.250 10
-5

 1.2492 10
-5
 1.4484 10

-4
 1.46704 10

-4
 

0.2 5.000 10
-4

 4.99973 10
-4

 2.558719 10
-3

 2.561477 10
-3

 

0.3 4.375 10
-4

 4.37443 10
-4

 2.010676 10
-3

 2.036880 10
-3

 

0.4 3.700 10
-4

 9.999902 10
-3

 1.469751 10
-3

 1.487219 10
-3

 

0.5 2.625 10
-4

 4.062351 10
-3

 5.5904982 10
-2
 1.5936262 10

-2
 

0.6 2.000 10
-4

 2.399793 10
-3

 2.4085410 10
-2
 1.3092180 10

-2
 

0.7 1.875 10
-4

 2.187226 10
-3

 1.2580071 10
-2
 1.02257997 10

-1
 

0.8 1.300 10
-3

 1.0299650 10
-2
 1.0758007 10

-2
 1.01757833 10

-1
 

0.9 1.2125 10
-3
 1.0212063 10

-2
 1.81388256 10

-1
 1.00388538 10

-1
 

1.0 2.5000 10
-3
 1.01996468 10

-2
 1.04839857 10

-1
 1.00037915 10

-1
 

 

Table 5: Errors for example 2 

 

 Power series Chebyshev series 

X Standard Collocation C.G.L Collocation Standard Collocation C.G.L Collocation 

0 0 0 2.0 10-9 2.7 10-8 

0.1 0 6.01 10-7 1.2 10-8 3.32 10-7 

0.2 1.0 10-9 9.142 10-6 9.4 10-8 4.23 10-7 

0.3 0 6.2144 10-5 3.14 10-7 5.251 10-6 

0.4 0 4.5242 10-5 2.05 10-7 2.378 10-6 

0.5 1.0 10-9 3.3637 10-5 1.315 10-6 3.9821 10-5 

0.6 0 2.7372 10-5 1.297 10-6 2.1732 10-5 

0.7 1.0 10-9 1.6450 10-5 1.223 10-6 1.7320 10-5 

0.8 1.0 10-9 4.30887 10-4 1.178 10-6 1.2713 10-5 

0.9 2.0 10-9 2.01267 10-4 1.079 10-6 1.1167 10-5 

1.0 0 1.16064 10-4 2.2747 10-5 3.1782 10-4 
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Table 6: Errors for example 3 

 

 Power series Chebyshev series 

X Standard Collocation C.G.L  Collocation Standard Collocation C.G.L Collocation 

0 0 0 2.58281 10-11 2.538237 10-11 

0.1 2.1 10-7 1.898 10-6 3.80527 10-4 4.0969 10-4 

0.2 1.365 10-6 3.586 10-5 3.68839 10-4 3.5156 10-4 

0.3 2.2653 10-5 3.434 10-5 3.44870 10-4 3.5067 10-4 

0.4 2.3341 10-5 3.460 10-5 3.42253 10-4 3.4045 10-4 

0.5 2.7115 10-5 3.505 10-5 4.268754 10-3 3.55678 10-3 

0.6 2.8371 10-5 3.633 10-5 2.494667 10-3 3.40194 10-3 

0.7 3.2837 10-5 5.3721 10-4 2.134530 10-3 2.48963 10-3 

0.8 1.78051 10-4 4.1264 10-4 1.553426 10-3 2.38544 10-3 

0.9 1.69544 10-4 3.5157 10-4 1.486715 10-3 2.13771 10-3 

1.0 2.34564 10-4 2.7231 10-4 1.208234 10-3 2.02456 10-3 

 
 

V. CONCLUSION: 
 Most integro – differential equations are difficult to solve analytically, in many cases it require to 

obtain the approximate solutions, for this purpose we present the solution of higher order linear Fredholm 

integro – differential equations. Our methods are based on Power series and Chebyshev series which reduces a 

linear Fredholm integro – differential equation to a set of linear algebraic equations that can be easily solved by 

computer. The result obtained show that the two methods used can handle those problems effectively as can be 

seen in the tables of errors. 
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Abstract : In this work, we focus on some important results on modules and projective 

modules. We discuss some aspects of modules laying emphasis on its axioms, exactness and 

free module. 
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1. Introduction 

The theory of module is an important branch in Algebra. There are many applications of 

projective module as studied by some researchers. Yengui (2011) observed that for any finite-

dimensional ring, all finitely generated stably free modules over  of rank  dim  are 

free; the result was only known for Noetherian rings. According to T t nc  et al. (2012) if 

is a semi-projective -coretractable module with finite hollow dimension and  

End , there exist  such that  , where   is a nonzero 

hollow submodule of  and  for each . The 

paper discusses concept of module, exactness of sequence. There are two classes of -

modules: left and right -modules. The result on left -modules yields a corresponding result 

on right -modules. Since  is commutative, both left -module and right -module will be 

regarded as -module. 

Definition 1.1. Let  be a ring with identity. A left -module is a set together with a binary 

operation “+” on  under which  is an abelian group, and an action on  , that is, a map 

, which satisfies the following axioms: 

(a.)  

(b.)  
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(c.)  

(d.) . 

Similarly, a right -module  is an abelian group together with a map  

, satisfying the following axioms: For  

(a.)  

(b.)  

(c.)  

(d.) . 

Every abelian group is a - module. 

1.2. Submodule. Let  be an -module. A non-empty subset  of  is called a 

Submodule of  if  is an additive subgroup of  closed under the “same” multiplication 

by elements of , as for . This implies that the axioms of an -modules must be satisfied 

by . 

2. -Homomorphisms between two modules 

Let  and  be two -modules, then a function  is a homomorphism in case 

 and all . The function  must preserve 

the defining structure in order to be a module homomorphism. Precisely, if  is a ring and 

 are -modules. A mapping  is called an -module homomorphism if 

(i) . 

(ii) . 

2.1. Epimorphisms and Monomorphisms 

A homomorphism  is called an epimorphism in case it is surjective. That is, if 

 maps the elements of module  onto . An injective -homomorphism  is 

called an -monomorphism (that is, one-to-one). An -homomorphism  is an - 

isomorphism in case it is a bijection. Thus, two modules  and  are said to be isomorphic, 

denoted by , if there is an -isomorphism . An -homomorphism 

 is called an -endomorphism. If  is bijective, then, it is called an -

automorphism. 
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2.1.1 Kernel and Image of R-homomorphism. Let  be a ring. Let  and  be  - 

modules and  be an - homomorphism. The Kernel of  denoted by is given 

by . 

The image of  denoted by  or  is defined as  

 

 

 

Proposition 2.1.2. 

  Let  and  be -modules and  be an -module homomorphism. 

(i)  is a submodule of . 

(ii)  is a submodule of . 

(iii)The -homomorphism  is a monomorphism if and only if  . 

Proof: (i) Let  . We claim that  . Let be a zero of . Then 

and  by the definition of .  since  is arbitrary. 

This implies that  since  is a homomorphism. . 

Again, let  and . . ⇒  since  is a 

homomorphism. Since  is a module, . Hence,  is a submodule of . 

(ii) Let . Then, there exists    such that   ; 

  since  is a homomorphism. But   

(since  is a module). Therefore,  .  Also, let  and  .  There 

exists  such that  .  , since  is a homomorphism. But  

 since  is a module. Therefore, .  

Thus,  is a submodule of . 

(iii) If: Let  and  for . 

          ⇒   ⇒     ⇒ 

 is a monomorphism. 

Only if: Let  be a monomorphism and . Then,  since  is a 

monomorphism and ,   .     

2.2. Factor Module 
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Theorem and definition: Let  be an -module. Let  be a submodule of  and 

. Then  is an -module, where addition in  is defined by 

  for any  and closure under multiplication by 

scalars in  is defined as follows: for  ; , . 

Proof:  is an additive abelian group. Also, closure by scalars in  follows from 

definition. Now, to verify module axioms. Generally, for , . Let . 

(i)  

                . 

(ii)  

. 

(iii)   (by associativity in ) 

       . 

 If  has identity , then, .      

2.3  Exactness 

2.3.1 Exact Sequence. Let  and . The pair of  homomorphisms 

 is said to be exact at  in case . That is, let , then 

if and only if there exists  such that . In general, a finite or 

infinite sequence of homomorphism  is exact 

in case it is exact for each successive pair  and  . ⇒ . ⇒ for any three 

consecutive terms, the subsequence is exact. 

2.3.2 Short exact Sequence 

An exact sequence of the form   is called a short exact 

sequence. 

Proposition 2.3.3. If the sequence   is a short exact 

sequence. Then,  is a monomorphism and  is an epimorphism. . 

Proof. The exactness of   means that . This implies that  is 

injective. Similarly,  is surjective is equivalent to   is exact. 

 Thus, in the given short exact sequence ,  is injective,  

is surjective and .  ⇒  is a monomorphism and  is an epimorphism. 
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Remark.   Let  and  be any two -modules. Every -homomorphism from  to  is an 

element of the set of functions from  to . These homomorphisms form a set with standard 

notation; . 

Theorem 2.3.4.   is an -module, where  is a commutative ring and  are 

-modules.  

Proof: Suppose  is commutative. For  , , define  by 

. Since ,  and ,  

. 

We have that  . Also, let   and  preserves the    

scalar multiplication. Let  and  be arbitrarily given. Then, we have; 

 .                      

Hence,  preserves scalar multiplication. Since  is commutative, for arbitrary given 

 and ,  we define a function   by taking 

  for every . Thus,   is an -module.      □ 

Remark. From the above theorem, if  is a commutative ring and  is an -module, then, 

  is also an -module, where  is considered an -module over itself. 

 is a module called the dual of  and it is denoted by . 

 

 

2.4 Direct Summands, Split Homomorphism  

Suppose and  are submodules of a module .  and  span  in case 

.   and  are linearly independent in case . Let  

   be a canonical -homomorphism  from the 

cartesian product  module with ,  . 

Then,   is epic if and only if  and  span , and monic if and only if   and    are 

independent.  If $ the canonical homomorphism is an isomorphism, then  is the (internal) 

direct sum of its submodules  and , and it is denoted by . Thus, for each 

, there exists unique  and  such that  if and only 

if  . 
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A submodule  of  is a direct summand of  in case there is a submodule  of  such 

that  .   is also a direct summand.  and  are called Complementary 

direct summands. More generally, Let  be submodules of an -module . Suppose  

 and each has a unique representation ,  . Then,  is 

called the internal direct sum of  ’s and it is written as . 

2.4.1 Split exact Sequence 

Let  and  be  homomorphisms with , then  is a split epi and we 

write    and we say  is a split mono, and write   . Thus, a 

short exact sequence    is split or is split exact in case  is a 

split mono and  is a split epi. 

Lemma 2.4.2. Let  and  be homomorphisms such that . Then, 

 is an epimorphism,  is a monomorphism, and . 

Proof: Clearly,  is epi,  is monic. If  then 

, and . If , then 

  and 

. ⇒ .     □ 

Proposition 2.4.3. The following statements about a short exact sequence  

 

are equivalent in . 

(a.)  The sequence is split; 

(b.)  The monomorphism  is split; 

(c.)  The epimorphism  is split; 

(d.)   is a direct summand of ; 

(e.)  Every homo  factors through ; 

(f.)  Every homo  factors through . 

3.1 Free Module 

Definition 3.1.1.  
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 Let  be a non-empty subset of an -module .  is called a set of free generators or basis 

or base for   if every element  can be uniquely expressed as a linear combination of 

elements of . That is,  uniquely where  ranges through the elements of  and 

only a finite number of 's are non-zero in . A subset  of a module  over  is said to be 

linearly independent if and only if for every finite number of distinct elements , 




n

i

ii
x

1

 , , ⇒ . An -module  is free if it has a basis. A non-

zero cyclic module   is said to be free if given   ⇒ . Precisely,  is a 

basis for  if  where each  is a free cyclic module. Thus,  is a basis for if 

and only if  is linearly independent and generates . 

Theorem 3.1.2. Given any -module , there exists an exact sequence  

 such that  is a free -module. 

 Proof: Let  be a free -module with basis . Define a mapping  by 

 Then,  extends to a unique homomorphism  ,   is surjective since 

. Let . Then,    is exact.   □ 

Definition 3.1.3. An -module  is said to be  finitely generated (FG) if  can be generated 

by some finite set of elements. Thus, a module  is finitely generated if there is a      finite 

subset  of  with . If  and are finitely generated, so is . 

Theorem 3.1.4. Let  be a basis for a free -module,  and  any -module. Let  

be any mapping. Then, there exists a unique -homomorphism,  such that . 

Proof: Let , then,  can be expressed in the form  where only a finite 

number of the 's are non-zero. Define a map  by .  Thus, 

.    □ 

Remark. A homomorphism   that is composite of homomorphisms  is said 

to factor through  and . A homomorphism  factors uniquely through every epimorphism  

whose kernel is contained in that of  and through every monomorphism whose image 

contains the image of . 
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3.2 Projective modules 

Projection.  Let  be an -module. Let  be a direct summand of  with complementary 

direct summand , that is, . Then, , where ,  

defines an epimorphism  called the projection of  on  along . 

Proposition 3.2.1. Let  as given above, then, the projection of on  along  

is the unique epimorphism  which satisfies  and . 

Proof:  satisfies the given conditions. Let  be such that  and 

, then, for all , ,  

. Again, if  is the direct summand 

of  with complementary direct summand , . Then,  is a direct summand of 

 with  as its complementary direct summand. If   is the projection of  on  along , 

then the projection  of  on  along  can be characterized by; 

. 

Theorem 3.2.2. Suppose that  and  represent inclusion mapping where 

, then 

 

 

 are split exact. 

Proposition 3.2.3  Let . Let  be the projection of  on  along , and let  

be a submodule of . Then,  if and only if  is an isomorphism. 

Projective modules: A module  is called a Projective module if given any diagram 

 

 

 

 

 

where  is surjective and is an -module homomorphism, there exists a 

homomorphism   such that the diagram is commutative.  is a lifting of . In other 

h 

M 

g 

N P 

f 
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words, given an epimorphism , then, any homomorphism can be factored 

as  (  is lifted to ). 

Theorem 3.2.4.  A free module is projective. 

 Proof:  Suppose that the -module  is free. Let  be an -epimorphism and 

 be any -homomorphism. Since  is free, it has a basis. Let  be a basis for . 

 and for each , there exists  such that .  Define  

by . Then, .  ⇒   is projective.  □ 

Theorem 3.2.5.  Every direct summand of a projective module over  is projective. 

Proof:  Let  be a projective module with , a direct summand of . Let 

 be a projection map,   be an epimorphism,  be any -

homomorphism; where  is an inclusion map.  ,  

.  Then,  ⇒  ⇒  is a 

lifting to  ⇒  is projective.  □ 

Theorem 3.2.6.  Let  be an -module. Then,  is projective if and only if  is a direct 

summand of a free -module.  

Proof:  Assume  is projective and  is a free module, there exists an exact sequence   

 

Let be identity map. Then, there exists  such that  . ⇒  

 is a split short exact sequence.  ⇒ . 

Conversely,   let   be the projection map,   an -epimorphism and 

 any -homomorphism, then,  lifts to   since   is 

free and is projective. .  Let  be the inclusion map. Then, 

  ⇒  lifts to .  ⇒   is projective.   □ 

Theorem 3.2.7.  A direct sum of projective modules is projective if and only if each 

summand is projective. 

Proof:  Let  be the direct sum of -module , . Suppose each  is 

projective and consider the diagram 

 

 

M 

M 

 

A 0 
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where the row is exact. Let  be the restriction of    to . By projectivity of  , 

there exists  with . Let . Then, 

 ⇒  is projective. 

 Conversely, assume  is projective and we have the diagram with exact row, 

 

 

  

 

extend  


  to   by defining  . Let   for some 

.  Then the restriction  make the diagram to be 

commutative. Thus,  ⇒ each summand of  is projective.  □ 

Theorem 3.2.8.  An -module  is projective if and only if every short exact sequence 

 splits. 

Proof:  Assume  is projective.  Let  

 

 be exact. Given the diagram below 

 

 

 

 

 

By hypothesis, we can fill in the diagram with  to obtain a commutative diagram. 

Thus,  and the short exact sequence   splits. 

 

B 

M


 

 

A 0 

 

P 

P 

 

N 

g 
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Conversely, suppose the short exact sequence  splits, then, 

 is a direct summand of  and hence,   is projective.    □ 

Theorem 3.2.9.  Let  be a commutative ring with identity;  and ,  -modules. Suppose  

, then 

(a.)    given by  is an -homomorphism.       

(ii)  if   is defined. 

(b.)  Let  be an exact sequence. Then, 

 is exact. 

Proof: (a.) Let  be a homomorphism. To show that 

 given by   is an -homomorphism. Let 

, then for each , there exists . We claim that  is an 

-homomorphism. .  For   and 

 and for all 

,   

   ⇒     is an -homomorphism. 

 (ii.)  is epic if and only if for each , there exists  such 

that .  Let .  Since  is an -homomorphism,   ⇒  

   where . 

(b.) Given that  is exact. To show that 

 

is exact. Let  . There exists  such that 

  ⇒    is surjective.  Thus,  the exactness of 

 is established.  □  

Theorem 3.2.10.  An -module  is projective if and only if for any exact sequence 

 of -modules, the sequence 

  is exact. 
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Proof:  Let   be exact. Suppose  is projective, then 

given , there exists    such that 

. In this case,   is surjective and we have the 

exactness of 

. 

 The converse holds. Suppose   is exact and  (with  ).  Let 

. Then, we have the exact sequence   where  is 

the injection map.        Applying the exactness of   we have that  is projective.      

□ 

Conclusion. 

A module  is finitely generated and projective if and only if  is a direct summand of a free 

module with a finite base since if  is a direct summand of a free module  with a finite base, 

then  is projective and is also a homomorphic image of a free module . Thus,  has a       

finite set of generator. Also,   being a finitely generated and projective module implies that 

we have an exact sequence  where  is free and has a finite 

base.  is projective implies that  is isomorphic to ,  thus,  is a direct summand of a 

free module with finite base. 
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Durability of Laterite/Sand Hollow Blocks in Magnesium 

Sulphate Environment 
 

ATA Olugbenga 
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ABSTRACT: The effects of exposure of laterite/sand block to magnesium suphate environment were studied.  

Change in compressive strength of machine compacted hollow block specimens of mix 1:6 and 10% laterite 

content were measured after 56 days of continuous immersion in 1%, 3% and 5% of magnesium sulphate 

solutions. Test results showed that the compressive strength significantly reduced with increase in magnesium 

sulphate concentration and immersion period. Laterite/sand block made with ordinary Portland cement cannot 

be recommended for use in sulphate-laden environment since it produced a compressive strength of less than 

2.07N/mm2, as required by the Nigerian Standards, after 28 days of immersion in magnesium sulphate solution. 

KEYWORDS - compressive strength, laterite, magnesium sulphate, sand 

 

I. INTRODUCTION 
Sulphate attack is one of the most aggressive environmental deteriorations that affect the long-term 

durability of cement-based structures and can cause huge economic loss. The production of cement-based 

structures consumes a large amount of natural resources.  As a step in ensuring the availability of resources for 
future generations, it is necessary to adopt engineering practices which focus on the conservation of non-

renewable resources and energy.  Researchers have been formulating new technologies, which provide a 

sustainable approach in the construction industry.  One of such is the use of laterite as partial or whole 

replacement for sand as fine aggregate in cement-based structures production.  Laterite is a cheap, 

environmentally friendly and abundantly available building material in the tropical region [1 ,2 ,3].  Laterite has 

other advantages which make it potentially a very good and appropriate material for construction, especially for 

the construction of rural structures in the less developed countries [4].  These advantages include: no specialized 

skilled labour is required for the production of laterized concrete and for its use in the construction of structures 

and also, laterized concrete structures have potentially sufficient strength compared with that of normal 

concrete. Despite these advantages, laterite is sometimes considered to be a construction material for the poor 

and hence undesirable. Loss of traditional knowledge resulting in deterioration in the quality of recent lateritic 
constructions has, in many cases, compounded these beliefs. This fact might not be unconnected with the non-

availability of accepted standards and codes as regards its performance. 

Although studies on the compressive strength of stabilized laterized block have shown encouraging 

results, the lack of sufficient technical data, especially about its long-term performance, has limited its wider 

application in construction work.  This dearth of research data informed the need for this further work to 

evaluate the durability of cement stabilized laterized block to enhance a safe application of the material.  

II. MATERIALS AND METHODS 
The major materials used in this study are sharp sand, laterite and ordinary Portland cement 

conforming to British standard, BS 197-1, [5]. All the materials were sourced from within Ile-Ife in Ife Central 

Local Government Area of Osun State, Nigeria.  Aggregates gradation conformed to BS 932 [6] and the 

maximum particle size of the fine aggregates (sand and laterite) used was 2.36 mm. Having been previously 

adjudged  [7] to be suitable for building construction; machine compacted sandcrete hollow blocks made from 

mix (1:6) and 10% laterite content was adopted for this study.  Batching was by volume. The mix was such that 
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mix (1:6) at 10% laterite content means one volume of cement and six volumes of aggregate with 10% of the 

aggregate being laterite, while the remaining 90% was sand. Water was added until reasonable workable mix 

was obtained to simulate field conditions.  This means that the amount of water added was not measured but 

was just added till the mix was workable. Practical experiences from the rule of thumb have revealed that 

different batches of the same mix will experience little or no significant variation in compressive strength [4].  

As a matter of fact, this is the practice in the production of commercial blocks in Nigeria.  Water sprinkling 

curing method was used. The size of the block samples was 450x150x225mm. 

Some selected samples of sand and laterite used as fine aggregate in this research work were subjected 

to various tests and analyses in order to ensure their compliance with various established standards. Sample 

grading, moisture content determination, specific gravity test and Atterberg limit determination are some of the 

tests carried out on the samples.  

 

Figure 3: A diesel powered engine machine-compacted mould 

The machine compacted equipment (Fig. 3) is built for easy use and can be operated by unskilled 

labour. It requires little maintenance and hence the design is very suitable for remote areas [8]. Both electric 

motors and diesel engines can support it. Its design principle includes the use of solid frames for safe handling 
and stability. Three levers operate it and produce a hydraulic pressure, which as constant. The framework is 

about 1.85m high.  It operates on a motor placed underneath the wooden pallet upon which the mould rests. The 

diesel types incorporate the use of a fan belt fixed over the motor and a roller, which actually turns the roller. 

Actual vibration occurs when the fixture on the motor, a metallic mass, hits underside of the wooden pallet. The 

moulded unit is removed by the operation of the longest lever, which is normally on the right side of the 

machine.  Actual compaction is achieved by bringing the “presser” down to bear on the cement/aggregate 

mixture in the mould below. This is done by the operation of the highest lever. A second lever turns off the 

vibration. The operation of the last lever, the longest on the right hand side slowly lifts the mould for a quick 

removal of the compact unit. Pressure applied is fairly constant.  

The sulphate-water proportion required for 0%, 3% and 5% sulphate concentrations were 

volumetrically determined. The blocks were immersed in the various magnesium sulphate concentrations. At the 

end of the immersion periods of 7days, 14days, 28days and 56days three blocks were removed from each of the 
different concentrations of the sulphate medium, wiped dried and tested for their compressive strengths. The 

compressive strength test was carried out at 7, 14, 28 and 56 days immersion age using ELE 2000kN 

compressive testing machine. Three specimens were crushed. All crushings were done on the edge face with a 

3mm thick flat steel plate placed at top and bottom of sample for even distribution of load. The compressive 

strength was then calculated for each block sample. 

III. RESULTS AND DISCUSSION 
Visual inspection of the specimens did not show any distinctive visual features of damage such as 

cracking and spalling.  Previous studies of external sulphate attack on ordinary Portland cement (OPC) based 

structures show that the reactions involve calcium silicate hydrate (C-S-H) and the aluminate component of 

hardened cement paste  [9, 10, 11,12].   As a result of these reactions, expansion and cracking are caused 

directly or indirectly, by ettringite formation, while softening and disintegration are caused by destruction of C-

S-H. Therefore, the presence of ettringite was very remote [13].  This is in conformity with identified 
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behavioural pattern of magnesium sulphate by [10] that unlike the attack of other alkali sulphates, attack by 

magnesium sulphate is characterized mainly by a loss of strength and disintegration of the concrete under attack, 

rather than by an expansion and scaling.  This type of sulphate attack falls into first form of sulphate attack 

according to [14] which is akin to eating away of the hydrated cement paste and progressively reducing it to 

cohesionless granular mass leaving the aggregates exposed.  He concluded by saying that this type of 

deterioration may lead to reduction in the cross-sectional area of the structural component (i.e. loss in weight of 

concrete) and decrease in strength.  This mode of failure which is attributed mainly to the formation of gypsum 
and it is known as the acidic type of sulphate attack. 

 

 

 

 

Figs. 1 and 2 show the compressive strengths of lateritic blocks immersed in different concentrations of 

magnesium sulphate over a period of 56 days.  Generally, specimens immersed in magnesium sulphate solution 

exhibited relatively slightly high compressive strengths at early age.  Though in all cases, specimens 

continuously stored in water exhibited higher compressive strength. This initial increase in compressive strength 

of specimens exposed to sulphate solution might be due to continuing hydration of cement in magnesium 
sulphate solution at the early part of the exposure period. This increase in strength stopped as soon as complete 

hydration of cement was achieved and should not be interpreted as increased resistance to magnesium sulphate 
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attack. Another likely reason for the initial increase in compressive strength according to [15] and  [16] occurs 

as result of the action of alkali sulphates on concrete made with Portland cement which is brought about by 

development of early hydrated microstructure as well as filling of the existing pores with secondary ettringite 

and gypsum.  However, as the formation of this phase continues and the available pore space loses its capacity 

to accommodate additional amounts of ettringite, potential damaging expansion forces start to be generated 

within the material. This explains the reason for subsequent relative reduction in strength. 

Figs. 1 and 2 show that increasing the solution concentration increases its rate of attack. At the early 

period of exposure, there was no pronounced difference in the rate of attack due to increase in concentration. 

However, after 28 days, the specimen immersed in 5% magnesium sulphate concentration had the least 

compressive strength whereas the one immersed in 1% magnesium sulphate concentration had the highest 

compressive strength after the control specimen.  It can thus be said that the rate of deterioration increased with 

increasing solution concentration. The higher the magnesium sulphate solution concentration, the lower the 

specimen compressive strength. This is also in line with [17] assertion that the rate of sulphate attack increases 

with an increase in the strength of the solution.  

IV. CONCLUSION 
The study was conducted to evaluate the durability of laterite/sand hollow block in magnesium 

sulphate environment.  Based on the extensive experimental test results it can be concluded that the compressive 

strength of laterite/sand block decreased with increasing magnesium sulphate concentration and the exposure 

period. Laterite/sand block made with ordinary Portland cement cannot be recommended for use in sulphate-

laden environment since it produced a compressive strength of less than 2.07N/mm2, as required by the Nigerian 
Standards, after 28 days of immersion in magnesium sulphate solution. 
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ABSTRACT : A compact ultra-wideband (UWB) bandpass filter (BPF) with wide passband using defected 

ground structure (DGS) is proposed. The proposed UWB filter is constructed by cascading a high pass filter 

(HPF) and a lowpass filter (LPF). HPF with short-circuited stubs is used to realize the lower stopband and a 

LPF is used to attenuate the upper stopband. In order to make the filter size compact, DGS technology is 

incorporated in the filter design, with this technique the size of filter becomes extremely compact compared with 

the other UWB bandpass filters in different published papers. In designing the filter integrated with DGS, four 

rectangular shaped DGS were etched on the ground plane. Furthermore, the bandwidth is enhanced from the 

original UWB filter, by varying the widths of the rectangular shaped DGS in the ground plane. The BPF is 

designed with the desired frequency band of 3.1GHz-10.6GHz and a flat group delay across the pass-band. The 

occupied area of the proposed filter is 22.4mm × 12mm, both simulated and experimental results are provided 

with good agreement. 

 

Keywords  - Band pass filter (BPF); Defected ground structure (DGS); High pass filter (HPF); Low pass filter 

(LPF); Ultra Wide band (UWB). 

I. INTRODUCTION 
In 2002, the Federal Communication Commission (FCC) has authorized the unlicensed band 3.1 GHz 

to 10.6 GHz for commercial communication purposes [1]. UWB BPFs, as one of the essential components of 

the UWB systems, have gained much attention in recent years. In concerning to the development of UWB filter 

especially bandpass filter, some problem which often arises is that parameters of filter are unsatisfied for some 

UWB application. Hence, the physical dimension is becoming crucial issues particularly for communication 

devices which have small size. Defected ground structure (DGS) is one of the new design techniques used to 

improve the quality of the system [2, 3]. DGS adds an extra degree of freedom in microwave circuit design and 

opens the door to a wide range of applications. A large number of reports on UWB BPF’s have been published 

[4]-[10] to achieve UWB characteristics. In [4,5] UWB BPF’s are designed using DGS, whereas, in [6]-[9] the 
cascaded low-pass/high-pass Filters are proposed. In [10] a compact microstrip UWB bandpass filter with triple-

notched bands and wide upper stopband is proposed. 

DGS is now widely used to enhance the performance of the filter. The various technologies of size 

reductions are used by the researchers such as photonic band gap structure (PBG), frequency selective surface 

(FSS) etc. Furthermore, DGS has extensively applied to the design of microwave circuits such as filters, 

couplers, circlers, amplifiers, power dividers, and so on [11]-[16]. The defected ground structures demonstrate 

advantages that include compactness, wide-band operation and competent and flexible usage of the ground 

plane structure for changing characteristics of microwave devices [17].  

In this paper, we present a new compact UWB bandpass filter. The initial UWB BPF without DGS 

with overall size of 26.4mm × 16mm is stated. To make the size of the filter more compact, an attempt is carried 

out by applying DGS on the ground plane of the initial filter. The BPF is designed to have working bandwidth 
of 3.1GHz-10.6 GHz. In the design process, the performances of filter and its physical dimension are 

investigated to obtain the optimum design for realization. Hence, the filter parameters such as insertion loss, 

return loss, and working bandwidth will be used as indicators for the performance evaluation, after hardware 

realization and experimental characterization, the measured results are then compared to the design results for 
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verification and analysis. The organization of this paper is as follows. In section II, the design is briefly 

described. While fabricated and measured results are discussed in section III. Finally the work is concluded in 

section IV. 

 

II. DESIGN DESCRIPTION OF UWB BPF 
2.1. UWB bandpass filter without DGS 

The structure of initial UWB bandpass filter is depicted in Figure 1. In this the optimum distributed 

HPF is embedded in the step impedance LPF with 9 reactive elements as reported in [8,9]. Here, the length of 

the filter is 13.8mm. This filter has overall size of 26.4mm × 16mm with thickness of 0.8mm and relative 

dielectric constant 2.2. The simulated insertion loss and return loss are depicted in Figure 2. 

 

            

 

                                       (a)                                                                                          (b) 

Figure 1. Schematic of initial UWB BPF (a) Top view, (b) Bottom view. 

 

Figure 2. Simulated S-parameters of initial UWB BPF. 

In the further section we will be designing UWB BPF using DGS technique. We will be observing that 

the size of the structure will become more compact. 

2.2 DGS based UWB bandpass filter 

Using the similar technique as applied for initial UWB microstrip BPF, a new compact UWB BPF is 

proposed, to make the size of the filter more compact DGS is incorporated in the filter design. Figure 3 shows 

the layout of the proposed UWB BPF with DGS. The length of the filter here is 8mm, which is extremely small 

than the initial filter and the overall size of the filter is 22.4mm × 12mm. Figure 3(a) shows the top view of the 

proposed UWB filter. The designed structure consists of two short circuited stubs of equal length acting as 

optimum distributed HPF embedded in step impedance LPF. Here for HPF the cutoff frequency is 3.1GHz and 

L = 13 mm 
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for LPF the cutoff frequency is 10.6 GHz. The dimensions of the filter elements are as given in Table 1. The 

width of lines section for series inductor is 0.75mm and for shunt capacitor elements are 3.306mm and 2.6mm 

respectively. These widths correspond with the high impedance value (Zhigh) of 82Ω for series inductor elements 

and with the low impedance value (Zlow) of 36Ω and 42Ω for shunt capacitor elements. The end of each stub is 
short-circuited to the ground plane through a wire. It is a vertical symmetry structure and the two stubs have the 

same length 5.15mm and width of 0.7mm. Figure 3(b) shows the bottom view of the proposed UWB filter. It 

shows that the proposed DGS is constructed of 4 rectangular slots etched on the ground plane symmetrically. 

The slots are cut beneath the step impedance LPF in the ground plane. The rectangular slots dimensions are = 

3.306mm and = 2.6mm. These 2 slots are symmetrical to the other 2 slots. Figure 4(a) depicts the simulated 

return loss and insertion loss of the filter. In the passband area, the minimum insertion loss is 0.104dB which 

occurs at 6.8GHz. The simulated group delay is depicted in Figure 4(b). The variation of group delay is below 

0.3ns within the band. CST microwave studio software is used for the simulation of the designed structures. 

 

                      
  

                                          

                                            (a)                                                                                          (b) 

Figure 3. (a) Layout of Compact UWB filter (Top view), (b) Ground plane with DGS (Bottom view). 

Table 1 Key dimensions of filter design 

Elements 1 2 3 4 5 6 7 8 9 L L’ W 

Length of 

element 

Values(mm) 

0.2 1.6 0.2 1.9 0.2 1.9 0.2 1.6 0.2 8 22.4 12 

   

                                         (a)                                                                             (b) 

Figure 4. Simulated responses of the UWB filter  (a) S-parameters, (b) Group delay. 

L 

W 

L’ 

h2 
h1 

1  4 2 3 

   5 9   7   6  8 
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2.3 Bandwidth enhancement by varying the height of the rectangular slots in ground plane 

To demonstrate the bandwidth enhancement of the DGS-based UWB BPF is designed by locating 4 

rectangular slots etched on the ground plane symmetrically. Figure 5 illustrates the utilization of DGS over the 
ground plane. The top view dimensions are same as stated in section 2.2 of this paper. The variations of the 

rectangular slots in the ground plane are as shown in Table 2.  

 

                            

                                (a)                                                                                           (b) 

Figure 5. (a) Layout of Compact UWB filter (Top view), (b) Ground plane with DGS (Bottom view). 

Table 2. Variation of bandwidth with height variation 

 

 

 

 

 

 

 

From Table 2, it should be noted that as the height of the rectangular DGS increases, the frequency shifts. 

Hence, the bandwidth is enhanced. The comparative S-parameters graphs at different height variation are 

depicted in Figure 6. 

 

Figure 6. Comparative S-parameters graph at different height variation of  and . 

S.No Height 

variation 

 

Height 

variation 2 

Frequency 

range 

(GHz) 

Bandwidth     

(GHz) 

a 1.62mm 1.22mm 3.1~10.6 7.5 

b 2.2mm 1.8mm 3.17~10.71 7.54 

c 2.5mm 2.09mm 3.19~10.91 7.72 

d 3.09mm 2.6mm 3.23~11.18 7.95 
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III. FABRICATION AND MEASURED RESULTS 
Figure 7 shows the picture of fabricated filter. A compact ultra-wideband BPF using DGS is fabricated 

on FR-4 substrate with a relative dielectric constant of 4.05 with thickness of 1mm and loss tangent of the filter 

is 0.02.  The overall size of the filter is 22.4mm × 12mm. The filter use microstrip line feed impedance of 50Ω 

with the width of each port 2.18mm. The results of the filter are measured on the vector network analyzer Rohde 

& Schwartz ZVB20 calibrated using SOLT method. 
Figure 8 depicts the measured result of proposed UWB BPF with the simulated result is plotted 

together for comparison. Although there is slight difference in the return loss along passband area, in general the 

measured results have agreed very well with the simulated ones. The compact UWB bandpass filter has a 

bandwidth of 7.5 GHz with the desired frequency band of 3.1GHz-10.6GHz.  
 

             

                                       (a)                                                                                            (b) 

Figure 7. Fabricated picture of the compact UWB filter (a) Top view, (b) Bottom view. 

 

 

                                           (a)                                                                                           (b) 

Figure 8. Simulated and Measured responses of the compact UWB filter (a) S-parameters, (b) Group 

delay. 

It is evident from figure 8(a) that 3dB start and stop frequencies of the filter are 3.1GHz and 10.6GHz, which 

implies that 3dB fractional bandwidth as given by following 
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B.W% =  =  

is 109%. 

The measured group delay response is below 0.35 ns over the whole passband. This work is compared with the already 
reported UWB BPF [4][8][9] in Table 3. The size of the filter is extremely small in the current work than the reported filter. 

Table 3. Comparison with other proposed UWB BPF’s. 

Parameters [4] [8] [9] This work 

Passband (GHz) 3.1~10.6 3.1~10.6 2~12 3.1~10.6 

Bandwidth (GHz) 7.5 7.5 10 7.5 

length of filter (mm) - 13.8 13.9 8 

Return Loss (dB) <11 <16 <9 <18 

Insertion Loss (dB) - 0.15 - 0.104 

Group delay (ns) - Below 0.5 - Below 0.35 

Overall size 30mm×15mm 26.4mm×16mm 25mm×25mm 22.4mm×12mm 

IV. CONCLUSION 
A compact UWB BPF with wide passband using defected ground structure has been designed. A filter without 

DGS is first designed acting as reference, by comparing reference filter with DGS filter, it shows that DGS do gives 
beneficial results and the size becomes compact. Furthermore, the bandwidth enhancement of UWB BPF has been 

investigated by varying the defected rectangular slots on the ground plane surface. Good agreement between simulation and 
measurement results validates the introduced design method. With the advantages of excellent performance and compact size, 
the proposed filter is useful in UWB systems. 
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Abstract:  Usually the service life of pavement on weaker clayey subgrade is affected due to their high 

plasticity and compressibility behaviour. These soils possess low strength, CBR value and have high affinity to 

moisture. Hence seasonal changes affect properties of these soils adversely. Stabilization techniques using 

waste materials are listed in literature for improving properties of these types of soft subgrades. This paper 

discusses the performance of stabilized soft clayey soil for suitability as subgrade using two types of admixtures 

Robo sand and fly ash. Dynamic cone penetration test and CBR tests are carried out in lab and field on 

composite soil with varying admixture content and the results are presented. It is observed that there is a 

considerable improvement with admixture in both index & engineering properties. A reduction in plasticity and 

improvement in soaked CBR with admixture is observed. Results indicated a relatively high performance of 
robo sand admixture over fly ash.  

 

Keywords: Clayey soil, CBR, stabilization, fly ash, robo sand. 

 

I. INTRODUCTION 
1.0 General 

Transportation engineers often face problems in pavement due to soft subgrades. These soft subgrades 

have low density and high affinity towards moisture. Due to this the life of pavement will be affected. In general 

soft subgrades are identified by their insitu density and CBR value. One of the remedy as suggested previously 

is improving engineering properties using various techniques. Among all techniques stabilization technique is 
best suited for soft soils. Various researchers carried out studies using admixtures namely lime, cement and 

flyash etc.  Laboratory experiments confirmed that strength and stability of clayey soils can be improved by 

adding various admixtures like lime, cement, flyash, kiln dust etc., the lime clayey soil mixture exhibits higher 

strength compare to clayey soil fly ash mixture [1]. The influence of fly ash on organic and inorganic clayey 

soils is different; strength improvement with varying percentage of fly ash for inorganic soils is high compared 

to organic soils [2]. Influence of waste sand on engineering properties on clayey soils varies with varying 

percentages and CBR value increased by 20% with the addition of 20% of waste sand [3]. The influence of sand 

on cohesive soil is significant and with addition of 15% of fine sand strength of soil is doubled [5]. The field 

performance of stabilized expansive soil with fly ash and density is maximum at 25% fly ash and workable in 

field [6]. Few complex situations with soft subgrade can be solved by providing stiffer aggregate layer over soft 

subgrade and the problem of mixing of subgrade with aggregate can be avoided with separator geotextile [7]. 
The lab performance may be different to that of field due to heterogeneous conditions. Inorder to understand the 

actual behaviour of subgrade, field tests are recommended. The field performance of marine clayey soil treated 

with lime, GBFS and geotextile - clay foundation soil bed has exhibited the justified load carrying capacity in 

wet season [4]. In few cases owing due to the difficulty in field set up the field CBR performance can be 

predicted indirectly from DCPT (Dynamic cone penetration test) data conducted in field and later can be 

correlated using equations [8]. 
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1.1 Scope and objective of present study 
The scope of present study is to suggest suitable stabilizing materials and evaluate the quantum of 

improvement.The main objective of the present study is to perform i) laboratory studies on stabilized soil, ii) 

field CBR test on the stabilized soft subgrade bed, iii) DCPT in field on stabilized bed, iv) comparison of 

results. The admixtures utilized for study are waste industrial materials. The details of tests and results obtained 

are presented in the subsequent sections. 

 

II. EXPERIMENTAL STUDY 
2.1 Materials used 

 During the experimental study tests are conducted using the following three types of materials. The 
material includes i) local soil predominantly clayey in nature,ii) Artificial sand (robo sand) a product obtained 

from stone crushers, iii) flyash a product obtained from Thermal power plant NTPC. The robo sand is a well 

graded soil containing predominantly sand size particles. The fly ash is class C type containing predominantly 

silt sized particles with no plasticity. Mechanical stabilization is followed by mixing proportions of robo sand 

and fly ash to soil. The details of proportions adopted are described in the subsequent headings.   

 

2.2 Preparation of soil admixture mix, details of tests and parameters studied 
The soil admixture mix is prepared by mixing the soil with admixture of desirable proportion by weight 

of soil. For a given admixture content, admixture is mixed with soil and required weight of soil mix is taken 

from the mixture prepared. For all the mix proportions dry weight of soil is taken as basis. Using the prepared 

mix, laboratory and field tests are conducted. Laboratory tests include index properties, gradation, proctor 
compactionTests and CBR. Field tests include, field CBR and dynamic cone penetration test. The tests were 

carried out in accordance of Indian Standard code of practice. The following parameters are determined in 

experimental study on stabilized soil;  

 Atterberg limits  

 Grain size distribution 

 Optimum moisture content and maximum dry density 

 CBR(soaked) in lab and field 

 Dynamic cone penetration index. 

CBR test is conducted on sample after soaking for 96 hours. The sample is prepared in mould maintaining 

density and moisture content as obtained during compaction test. The moisture content and density after soaking 

is noted for preparation of sample in field later. The additives are varied from 0 to 50% by weight of soil. Since 
the testing program involves different admixtures in varying proportions, for indicating purpose, symbols are 

adopted for admixtures and for different combination of admixture and soil. Table-1 describes the ranges of 

admixture and nomenclature adopted for describing various samples with admixture. 

 

2.3 Subgrade preparation for field CBR test 

Field CBR is conducted on few prepared subgrade samples with additives. The tests are conducted on 

subgrade prepared by filling with admixture soils in pits. Initially pits of size 0.5m x 0.5m x 0.5m are excavated.  

The pits are filled and compacted with prepared soil-additive mixture. For uniformity density and moisture 

content of lab CBR (soaked) test samples is maintained for filling. Field density tests are carried out for ensuring 

required conditions.  For application of load, reaction loading method is adopted. Observations are recorded for 

load and corresponding deformation of plunger. The field CBR is calculated from the load-penetration data.The 
tests are conducted on different stabilized subgrade fills in different test pits. The layout of test pits, schematic 

diagram of testing and field test set up are shown in fig I, II and III. 

      

2.4 Dynamic Cone Penetrometer Test 

DCPT test is carried on the same subgrade prepared for Field CBR test (section 2.3 above). The test is 

conducted by driving a cone of 600 apex angle and 20mm diameter by dropping weight of 8kg from a height of 

640mm. The penetration with blows is recorded. A graph is drawn between penetration and blows. The slope of 

graph is indicated as DCPI (mm/ blow). The test trails are conducted at few locations over the prepared 

subgrade and average of DCPI is reported.  Test set up for DCPT and testing is shown in the fig IV. 

 

III. PRESENTATION OF LABORATORY RESULTS AND DISCUSSIONS 
3.0 Tests are carried out on soil with varying admixtures namely, index and engineering properties. The results 

of lab tests are presented from section 3.1 to 3.4 in tables II to IV and from fig. V to VIII. 
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3.1 Presentation of Index properties of parent soil 
The index properties of samples are presented in table-II. It is impiled from the CBR value that the soil 

is very soft and needs improvement. From the index properties the soil is grouped as CI. The results on 

admixture robo sand indicate the soil is well graded sand and the fly ash is non-plastic.  

 

3.2 Variation of index properties of stabilized soil 

The variation of index properties with admixture is presented in table-III. It is noted that with the 

addition of admixtures the plasticity index has decreased. This is an indication of improvement in soil 

properties. The result trend indicates effect of fly ash is more than that of robo sand. The net decrease in PI is 

due to reduction of liquid limit in the case of Robo sand whereas the same due to increase of plastic limit in the 

case of flies ash. This explains that the soil is becoming stiffer due to admixtures. The consistency indices 

showed a decrease of liquid limit and Plasticity index from 48.32 to 41.45, 23.3 to 18.59 and 48.32 to 37.6, 23.3 
to 6.49 respectively using robo sand and fly ash. With the increase in robo sand affinity to water decreased due 

to which liquid limit is decreased. The same trend is observed with fly ash also. However as expected the 

amount of decrease is more with fly ash than robo sand. The reduction is negligible from 40 to 50% for both the 

admixtures. 

 

3.3Presentation of results of compaction test 
The compaction characteristics of soil with admixture soil are presented as detailed below. The 

compaction curve for various samples is presented in fig. V.  The effect of robo sand and fly ash in on maximum 

dry density (MDD) and optimum moisture content (OMC) is plotted in the figure VI.  

From Fig V it is observed that the density affected due to decrease of robosand content. As expected 

low density of fly ash than robo sand has affected the density of mixture. The reason of decrease in density can 
be substantiated with the trend shown for OMC i.e, increase with fly ash. The addition of fly ash adds more 

fines resulting increase in OMC.  The density trend showed a peak of 18.31 kN/ cu.m for the sample SRSFS41 

containing 40% sand and 10% fly ash. The performance of stabilized mixture is due to the reduction of void 

ratio with increasing robo sand for SRFS41. This is evident from table IV.   

 
3.4 Presentation of laboratory CBR results for stabilized soil 

The laboratory results of CBR test (soaked) are presented and fig. VII. The variation of CBR is similar 
to that of density.  From table VI it is observed that peak CBR is obtained for SRSFS41 followed by SRS4.  

SRSFS41 which contains 40% sand and 10% flyash and SRS4, which, contains 40% sand alone. The 

improvement in CBR with robo sand and fly ash is presented in Fig. VIII. It is evident that the influence of sand 

is higher than fly ash at high contents.   The trend in CBR increase shows that the variation is gradual for robo 

sand. However with fly ash the variation is gradual till 40% but sudden increase from 40% to 50%. It may be 

due to filling of voids in coarser robo sand and cementations properties in fly ash. 
 

IV. PRESENTATION OF IN-SITU  RESULTS AND DISCUSSIONS 
4.0 In situ tests namely field CBR and Dynamic cone penetration tests are conducted on stabilized subgrade fill. 

The tests are conducted on selected fills for comparison. Field CBR are conducted on four types of samples S, 

SRS4, SFS3 and SRFS41 The results of field tests are presented in section 4.1 to 4.2 and in fig. IX  & X and 

tables V , VI & VII. 

  

4.1 Presentation of field moisture and density 
 As discussed in 2.3 above, the field testing is carriedout maintaining moisture and density 

corresponding to four days soaking. The field density tests are conducted after filling and are presented in table 

V. The data shows that the diference in moisture content is less than 2%. The same difference is obtained for 

density also. This shows that the fill prepared is identical to lab and can be compared for performance. Field 

CBR test results and lab CBR results are presented in table VI.  

It is observed that field CBR is higher than lab for all samples. The heterogeneous surrounding soil has 

influence on the result.  From Table-VI it is seen that for SRS4 strength in laboratory was improved by 1.9 times 

and for SFS3 increment was 1.36 times. This is due to when robo sand is added the voids in coarser particles of 

robo sand were occupied by clayey particles and maximum dry density increased contributing to higher 

strength. When fly ash is added to clayey soil, water reacts with pozzolans SiO2, Al2O3 present in fly ash and 

attains cementaceous properties contributing to strength. When robo sand and fly ash are added in combination 
the maximum CBR is obtained for SRSFS41 combination and the increment is 2.34 times the natural soil CBR. 
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3.2 Dynamic Cone Penetrometer Test Results 
DCP tests were conducted on the same subgrade indicated with S, SRS4, SFS3 and SRFS41. The 

DCPT graphs were shown in fig. IX, it is observed that the trend is almost same for all the subgrade types. The 

obtained DCP index is reported in table VII Higher DCPI indicates poor subgrade and vice versa. The DCPI 

results obtained are consistent with maximum density and CBR. 

 

4.2.1 Variation of DCPI with Field CBR  
The variation of the DCPI with field CBR is presented in fig. X, DCPI decreased with increasing CBR 

values for different compacted subgrade samples. CBR and DCPI both represent the penetration resistance. 

Higher CBR values represents the higher resistance to penetration and the higher value of DCPI characterizes 

the poor sub grade and vice versa. From the fig. X it can be seen that DCPI results are consistent with soaked 

CBR. With CBR increase from 2.06% to 4.54% the DCPI is found to be decreasing from 25.02 to 18.55 
mm/blow respectively.  

 

The variation of DCPI is related to CBR as  

log (DCPI) = -2.5945log(CBR)+log(30.144) … (1) 

Simplifying  

Log (CBR) = 0.5701-0.385log (DCPI) ……..… (2) 

 

V. CONCLUSIONS 
The following conclusions are drawn based on the field studies carried out comparing with the laboratory 
Investigations: 

i. The addition of the admixtures shall contribute in reducing plasticity and improve gradation. 

ii. In general both the admixtures have influence on compaction characteristics. However the influence of 

Robo sand is more that of fly ash. The max density is obtained at 40%RS+10%FS. 

iii. From the results on few of the field CBR tests conducted on natural soil and treated soil, it is concluded 

that, in-situ conditions have influence when compared with intact specimens. The field results obtained is 

higher than that of lab. However the stress-strain response is similar in both the type of tests. 

iv. From Laboratory and field CBR results it can be concluded that S+40%RS+10%FS can be considered as 

optimum mix. 

v. DCPI test results are in consistance with field CBR. The DCPI can be used to determine approximate CBR 

and based on the few tests a relation can be drawn as Log (CBR) = 0.5701- 0.385log (DCPI).  
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Figure I a) Marking of Test pits b) Layout of Testing area 
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Figure II Schematic line diagram of Field CBR test 

 

    
 

Figure III Author’s performing Field CBR Test 
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           (a)                                                                                     (b) 

 

Figure IV a) DCPT test arrangement b) Author performing DCPT 

 

 
Figure V Compaction characteristics of soil –sand- fly ash mixtures 
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Figure VI Variation of MDD and OMC of soil-robo sand -fly ash mixtures   

 

 
Figure VII Variation of CBR of soil mixed with varying percentages of robo sand &fly ash 
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Figure VIII Comparison of CBR of soil mixed with varying percentages of robo sand & fly ash 

 

 
Fig IX Graph of DCP Test on various subgrades  
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Figure X Varation of DCPI with CBR 

 

Table I Ranges of admixtures and nomenclature adopted 
 

Proportions of sample, admixture Symbol 

Soil S 

Robo Sand RS 

Fly ash FS 

Soil+40%Robo Sand+10%Fly ash SRSFS41 

Soil+30%Robo Sand+20%Fly ash SRSFS32 

Soil+20%Robo Sand+30%Fly ash SRSFS23 

Soil+10%Robo Sand+40%Fly ash SRSFS14 

Soil+40%Robo Sand SRS4 

Soil+30%Fly ash SFS3 

 

Table II Geotechnical properties of materials used 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

                                           Soil type 

Property 

S RS FS 

Specific Gravity 2.64 2.66 2.04 

Liquid Limit, % 48.32 - - 

Plastic Limit, % 25.02 - - 

Plasticity Index, % 23.3 - - 

Fines(%) 65.24 0.00 71.94 

Uniformity Coefficient, Cu - 6.00 - 

Coefficient of Curvature, Cc - 1.127 - 

USCS Classification CI SW NP silt 

MDD, kN/m3  17.95 16.09 10.4 

OMC, % 15.9 7.8 22.1 

CBR (Soaked) (%) 1.87 - - 
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Table III Consistency limits with varying percentages of robo sand and fly ash 
 

 

 

 

 

 

 

 

 

 

 
 

Table IV Void Ratio for different soil- robosand -fly ash mixtures. 

Soil  Density kN/m³ void ratio 

S 17.95 0.4708 

SRSFS41 18.31 0.4134 

SRSFS32 17.5 0.4434 

SRSFS23 17.2 0.4326 

SRSFS14 16.5 0.4558 

 

Table V Presentation of Laboratory, Field Bulk Density and moisture content 

Soil Lab CBR bulk 

Density kN/m3 
Field CBR Bulk 

Density kN/m3 
Moisture content after 

4days soaking in Lab % 

Moisture content in 

field % 

S 20.66 20.69 21.54 21.16 

SRS4 20.77 20.83 17.93 17.29 

SFS3 18.84 18.55 20.46 19.17 

SRSFS41 21.05 20.91 18.67 17.73 

 
Table VI Presentation Laboratory and Field CBR results 

 

 

 
 

Table VII Presentation of DCPI vs. Field CBR 

 

 

 

 

 

 

 

 

Test Pit No. Soil Lab CBR( %) Field CBR ( %) 

1 S 1.87 2.06 

2 SRS4 3.56 3.71 

3 SFS3 2.55 2.89 

4 SRSFS41 4.38 4.54 

Soil type DCPI (mm / blow) Field CBR ( %) 

S 25.02 2.06 

SRS4 20.37 3.71 

SFS3 22.39 2.89 

SRSFS41 18.55 4.54 

RS % LL % PL   %  PI  %   

 0 48.32 25.02 23.3 

10 46.00 24.54 21.46 

 20 44.30 24.05 20.25 

 30 43.40 23.71 19.69 

40 42.10 23.07 19.03 

50 41.45 22.86 18.59 

 

FS% LL% PL   %  PI   %  

0 48.32 25.02 23.3 

10 46.20 26.71 19.49 

20 

10 
44.40 28.28 16.12 

30 

20 
40.60 30.11 10.49 

40 

30 
39.00 31.18 7.82 

50 37.60 31.11 6.49 
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 ABSTRACT: Nowadays there is widespread use of WLAN enabled devices, so it is equally important to have 

efficient initial link setup mechanism. In this paper a fast access authentication process is implemented which is 
faster than current 802.11i. Through experiments, it is observed that the inefficiency of 802.11i is due to its 

design from the framework perspective which introduces too many messages. Due to more number of round-trip 

messages in 802.11i authentication delay is intolerable under some scenarios. To overcome this, an efficient 

initial access authentication protocol FLAP is proposed which introduces two round-trip messages with 

authentications and key distribution. Proposed FLAP protocol scheme is more secure than 4-way handshake 

protocol. Simulations are conducted using different scenarios like Authentication delay, Throughput, Packet 

Delivery Ratio (PDR), Packet Drops are measured for different scenarios and compared between the 802.11i 

and FLAP protocol. The results show that the FLAP is more advantageous when WLAN gets crowded. 

Keywords - WLAN, Authentication delay, 802.11i, Throughput, PDR, Packet drops 

I. INTRODUCTION 
Wireless local area networks (WLAN) technology [1], [2] gaining its popularity continuously for its 

good mobility, high bandwidth, and important flexibility. The portable equipments that support WLAN increase 

greatly, such as smart phones, laptops, tablet computers, and so on. Users can easily access a variety of network 

applications through WLAN, for example, face book, twitter, e-mail, and online music and videos. However, 

security is a serious concern because the wireless medium is open for public access within a certain range. 

The 802.11 Task Group proposed the Wired Equivalent Privacy (WEP) to provide secure data 
communications over wireless links. WEP used to encrypt the data stream and authenticate the wireless devices. 

However, significant deficiencies have been identified in both the encryption and the authentication mechanisms 

[3], [4]. To repair the problems in WEP, the Wi-Fi Alliance proposed an authentication mechanism based on 

EAP/802.1X/RADIUS[5], [6], [7] to replace the poor open system authentication and shared key authentication 

in WEP. The latest IEEE standard 802.11i [8] was ratified on June 24, 2004 as a solution to securing wireless 

links. The authentication process combines 802.1X authentication with key management procedures to generate 

a fresh pairwise key and/or group key, followed by data transmission sessions. Most of the security issues in the 

WLAN are solved by 802.11i. 

However, with the rapid increase of the WLAN and its enabled mobile devices, new scenarios emerge 

that challenge the current WLAN standards, especially 802.11i. In a WLAN, every time the mobile device 

enters an Extended Service Set (ESS), it has to do an initial set-up to establish WLAN connectivity which 

generally includes the discovery and association of an Access Point (AP), along with 802.11i authentication and 

acquisition of an IP address. This works well when the number of new stations (STAs) in a given time period is 

small. However, when a large number of users simultaneously enter an ESS, an efficient mechanism that scales 

well is required to minimize the time STAs spend in the initial link setup, while maintaining a secure 

authentication. While the setup of the initial connectivity consumes a lot of time, consequently, mobile devices 
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cannot make fullest use of the WLAN and a lot of services are difficult to carry out, such as: 

1. In rush hours, a large amount of passengers enter into a metro station or get off the train simultaneously, their 

WLAN-enabled terminals try to establish links with the WLAN to get network services. 

2. Real-time services are offloaded from 3G to WLAN seamlessly. If the 3G and WLAN are not conducted by a 
same operator, the pre-authentication cannot be performed, and a fast initial authentication is required to 

establish a link with the WLAN efficiently. 

3. Without a stop, a car or truck in the expressway can complete the payment or exchange the goods information 

through the WLAN when it passes by a toll station or a weighbridge station. 

4. The express train provides network service to passengers through on-board APs, and in the backend the APs 

keeps the connection with the infrastructure networks along the trail through the beamed antenna using the 

802.11. 

5. When a user passes by a shop, his WLAN-enabled device can connect the WLAN of the shop and gets an 

electrical coupon without a stop; and the shop can identify the user and push the appropriate advertisements and 

electrical coupons. 

6. An ambulance can upload vital patient information to the hospital, they are going to (or to any other 

specialists that need to be consulted) through the APs along the roadway while enroute. 

7. All fleets attempt to keep track of all of their vehicles at all times. Widespread Wi-Fi hotspots along roads and 

throughout urban areas can be used by trucking fleets to quickly link to their home office to not only indicate 

where they are located, but at the same time to download necessary updates to the driver. 

The IEEE 802.11ai is established to reduce the initial link setup establishment time. The IEEE 802.11i 

specified authentication process is a bulky time consuming for initial link setup. To explore the 802.11i 

authentication efficiency, numerous experiments are conducted and observed that 802.11i will become 

inefficient when WLAN is crowded. Time taken to perform DHCP and channel scan process will also make the 

initial link setup time even longer.  Therefore, 802.11i cannot meet the requirements and it became an obstacle 

by preventing users from making use of WLAN. 

The main reason leading to 802.11i inefficiency is due to its framework perspective which introduces 

too many messages between the terminals and network. Eleven round-trip messages are designed for EAP-TLS 

and practically it needs 13 round-trips due to fragmentation in the MAC layer. 

To improve the efficiency, an efficient authentication method is implemented which introduces only 

two round-trip messages to make the authentications and key distributions between mobile Station (STA), 

Access Point (AP) and Authentication Server (AS). The contributions are as follows: 

1. A fast WLAN initial access authentication method FLAP is proposed, and we formally prove that it is more 

secure than the four-way handshake protocol. 

2. We implement FLAP and the measured authentication delay is just 5.3 percent of EAP-TLS. Based on the 
implementation, we ran thorough simulations with different background traffic and STA numbers. The results 

indicate that the advantage of our scheme is more salient than EAP-TLS in the crowded network environment. 

Furthermore, based on the experimental result, we get an authentication delay estimation method for EAP-TLS 

and FLAP. To the best of our knowledge, we are the first to investigate the authentication delay under different 

background traffic and STA numbers. 

3. From the real-world implementation perspective, we give a simple and practical method which makes the 

proposal compatible with 802.11i. 

Some performance metrics are calculated to measure the performance of a network.  Network 

throughput shows the number of packets delivered per unit time in communication channel. Throughput is 

measured in bits/sec or bps. Authentication Delay specifies how long time it took to complete the authentication 

process. It gives ratio of sum of time taken to deliver packets for destination by number of packets received by 

destination. Packet delivery ratio is defined as the ratio of data packets received by the destinations to those 

packets sent by the sources. The greater value of packet delivery ratio means the better performance of the 
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protocol. Packet drops specify the number of packets dropped during the communication. It is measured as the 

difference of number of packets sent with number of packets received. 

Section 2 presents 802.11i and its drawback analysis. Our scheme FLAP is given in Section 3. Section 

4 presents some implementation considerations. Section5 shows the performance measures. Security provided 

by FLAP is given in Section 6 and the paper is concluded in Section 7. 

 

II. 802.11I BACKGROUND 
802.11i robust security network association (RSNA) [9] establishment procedure consists of 802.1X 

authentication and key management (AKM) protocols. Three entities are involved, called the Supplicant (the 
STA), the authenticator (the AP), and the AS (de facto a RADIUS [7] server). 

Generally, a successful authentication means that the supplicant and the authenticator verify each 

other‟s identity and generate secret keys for subsequent key derivations. Based on this secret key, the key 

management protocols compute and distribute usable keys for data communication sessions. Assuming the link 

between the AS and the authenticator is physically secure, the AS can be implemented either through a separate 

server or as a single device with Authenticator. The complete handshakes of establishing an RSNA are shown in 

Fig. 1. 

 

Figure 1: 802.11i 4-Way Handshake 

2.1 Drawbacks of 802.11i 

A test bed is established to explore the efficiency of 802.11i and EAP-TLS authentication delay is 

practically measured i.e., 50s, on average if there are 10 STA. Furthermore, we conducted thorough experiments 

with STA numbers and traffic. The results are shown from which it can be seen that with the average 

authentication delay of 30 new incoming STAs is 450s. We believe that if the network discovery and DHCP 

process are taken into account, the initial link setup time will get even longer; such inefficiency is intolerable for 

some applications. 

Why is 802.11i so inefficient? From Fig. 1, it can be seen that 802.11i takes multiple round-trip messages to 

achieve the authentications and key distribution. The number of the message interactions varies for different 

authentication protocols used, for example, in the design, EAP-TLS has 11 round-trips (not including the scan 

process) and its implementation takes 13 round-trip messages because in MAC layer one of its messages is 

fragmented into three.  While for each station of a WLAN, it has to compete each other for the wireless channel 

using the distributed coordinated function (DCF). If the WLAN is crowded, an STA will wait for a long time 

before it gets the channel to transmit a message. Large numbers of message interactions mean that a lot of time 

has to be spent to get the channel. As a result, AP cannot efficiently establish links with multiple users at the 

same time or the dwelling time is not enough to establish the initial link before an STA moves out the coverage 

of the AP. 
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The main reason leading to its inefficiency is that 802.11i is designed from the framework perspective 

which introduces too many extra messages. Rather than being a specific protocol, 802.11i is designed as a 

uniform framework where different authentication protocols can be incorporated. Compared with the design of a 

specific authentication protocol, devising a uniform framework will take more factors into consideration to 
make the framework more general and suitable for most scenarios. First, to achieve backward compatibility, the 

open system authentication is preserved. Yet, the two messages are useless for the initial link establishment. 

Second, the EAP authentication is employed; the advantage of which is that it is open and any two-party 

authentication protocol can be integrated and run within it. Furthermore, to keep the uniformity of the 

framework, EAP authentication and four-way handshake protocol have to be sequentially executed. That is, only 

after the EAP phase, can the four-way handshake protocol be performed to realize the mutual authentication 

between the STA and the AP. But in practice, to some degree the authentication between AP and STA can be 

performed in parallel with the one between the STA and the AS. 

III. PROPOSED SCHEME 
From the analysis, we get the goal and guideline for our scheme as follows: 

Performance: The new scheme should greatly improve the performance of 802.11i. 

Functionality: The least two round-trip messages are used to realize the authentication and key distribution 

between Station (STA), Access Point (AP), and Authentication Server (AS). 

Orientation: The new scheme is just a complement instead of replacement of 802.11i and should be compatible 

with it. 

Scope: Just a new initial access authentication is introduced which should not affect the subsequent procedure 

of the 802.11i. 

Security: The security level of the new scheme is more than the current standard. 

According to the drawback analyzed in 802.11i and the design goal outlined above, we get the design 

idea of new scheme as follows: A specific authentication protocol is designed with the least messages (two 

messages) which are used to realize the authentication between the STA and the AS, and the four-way 

handshake protocol messages are integrated rationally to realize the authentication between the STA and the AP. 

 

Figure 2: FLAP Scheme 

 

3.1 Protocol Procedure 

In the proposed scheme, each STA shares a key k with the AS, and it is also assumed that the link 

between the AS and the AP is secure. Our scheme is shown in Figure. 2 and its interaction procedure are as 

follows: 

1. Through the proactive scan, the STA gets the WLAN information which includes the BSS identity, the 
security capacity of the networks and Authentication Server (AS) identity. 
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2. The first authentication message {SNonce, User-ID, AS-ID, F, t} is sent to the AP from the STA. Where 

SNonce is the random value generated by STA. User-ID is the user‟s identity, while AS-ID is the AS identity. 

And t is a counter; the STA increases its value by 1 once sending a message. Initial t value is 1.  F=f (k, 

t||SNonce||User – ID||AS-ID), where f() is a hash function and || denotes the concatenation. 

3. AP sends the fast access authentication request message {SNonce, User-ID, AS-ID, F, t} to the AS. 

4. A counter is also set in the AS for each user and its initial value is also set as 1. Upon receiving the fast access 

authentication request message, the AS gets its current t value according to the User-ID and compares it with the 

received one. If the received t value is less than the current t value in the AS, the authentication of the STA fails 
and the current t value of the AS will keep unchanged. Otherwise, the AS will further verify F according to the 

received t and the key k. If correct, the authentication of the STA by the AS succeeds, and the AS increases the 

received t value by one and sets it as its current t value. Thereafter, AS computes Pair wise Master Key (PMK). 

PMK= h (k, „„FLAP PMK‟‟||t||User –ID||AS-ID) 

 Where h is a hash function and “FLAP PMK” is a constant string. 

5. The AS sends the authentication response message {SNonce, User-ID, AS-ID, E, t, PMK} to AP.  Where            

E = f(k, t||SNonce||AS-ID||User-ID). 

6. After receiving the message 5, the AP generates its own random value ANonce and computes the PTK. 

   PTK = PRF-X (PMK, “Pairwise key expansion”|| Min (AA, SPA) || Max (AA, SPA) || Min (ANonce, SNonce) 

||Max (ANonce, SNonce)) 

Where PRF-X is Pseudo random function. AA is MAC address of AP; SPA is MAC address of STA. 
“Pair wise key expansion” is a constant string.  Min( ) means getting the minimum value; Max ( ) means getting 

the maximum value; the derivation of the PTK here is exactly same as that of 802.11i. If the AS coexists with 

the AP, there is no need of message interactions between the AS and the AP, and the related operations are 

performed by the AP. 

7. The AP sends to STA the  second authentication message {ANonce, User-ID, AS-ID, E, t, MIC1}, where 

MIC1 is the message authentication code computed on this message by the AP using the PTK, and t is the 

current value of the AS. 

8. After receiving the message, the STA will compare the received t value with its current t value, and if equal 

the STA will validate E. If correct, the authentication of the AS will pass. Thereafter, the STA will compute the 

PMK and PTK, using the same method as that of the AS and AP. At the same time, the STA will verify the 

MIC1 taking use of the PTK. If valid, the STA authenticates the AP successfully. 

9. The STA sends the third authentication message {User-ID, SNonce, MIC2}, where MIC2 is the message 
authentication code computed on this message by the STA using the PTK. Meanwhile, the STA also indicates 

that whether the group temporal key GTK is required or not. Furthermore, this message carries the necessary 

RSN IE parameters to complete the association. 

10. After receiving the message, the AP verifies the MIC2. If correct, it means that the STA generates the same 

PTK and the AP authenticates the STA successfully. So far, the networks side completes the authentication of 

the STA, and the AP installs the derived PTK. In addition, the AP registers the STA in the distributed system to 

complete the association operation. If the MIC2 is verified invalid or in a given time the third authentication 
message is not received, the AP will delete the STA‟s authentication information and deauthenticate it. 

Meanwhile, the authentication failure message will be sent to the AS which will in turn delete the authentication 

information of the STA and rollback its t value. 

11. The AP sends the STA the fourth authentication message {GTK, MIC3}, where the GTK is encrypted using 

the PTK. Upon receiving this message, the STA verifies the MIC3. If correct, the STA decrypts and gets the 

GTK and other related information. At the same time, the STA installs the PTK and GTK. 
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IV. IMPLEMENTATION 
The proposed scheme does not intend to replace 802.11i; instead, it is oriented as a complement of the 

current standard for some special applications. Thus, a method has to be provided to enable the new scheme to 

be compatible and coexist with 802.11i. Before the standard 802.11i, when a user makes the initial 

authentication, he can choose the open system authentication or WEP. Referring to this method, we also provide 

the user two options, including 802.11i and the proposed scheme. 

Specially, a new AKM Suite Selector [9] is added to the 802.11i AKM Suite List in the 802.11i RSN IE. 

The authentication request is extended and new authentication algorithm identification is added that is to add 

dot11AuthenticationAlgorithm [9] value denoted by “FLAP.” In such a way, totally there are three optional 
values, including the existing “Open System” and “Shared Key”. Meanwhile, a new IE is added which 

encapsulates the message field of the proposed scheme. 

When the networks support the FLAP and the STA prefers to the new scheme, the STA will set the 

dot11AuthenticationAlgorithm as “FLAP” in the first authentication message, and add its corresponding 

information element into the frame body. After the AP receives the message, it will first check the 

dot11AuthenticationAlgorithm and if it is “Open System,” it will reply with authentication response (Open). In 

such a way, WLAN will run 802.11i as usual. If “FLAP,” then the AP will forward the message to the AS. To 

enable the radius server to understand the message, we can still use the EAP over- radius format to transmit the 
message. Consequently, the AP needs to perform the EAP encapsulation of the first authentication message 

received, specifically, to extract the information element and encapsulate it into EAP message. And then send 

the EAP message to the AS through the radius message. To enable the AS to recognize the protocol, the new 

scheme has to be implemented in the AS and a new value “FLAP-method” is added into the type field of the 

EAP message to identify the scheme, and the rest fields are put into the following type-data field 

correspondingly. After the AS receives the fast access authentication request, it will first check the type field in 

the EAP message, and if it is “FLAP-method” the AS will execute the new scheme. 

To proceed as above, the STA has to first get to know whether the networks support the fast access 

authentication or not. In the scan phase, AP will broadcast whether the new scheme is applicable or not in the 

RSN IE. Only when both the AS and the AP support FLAP, can the AP claim the WLAN supports this method. 

To implement the proposed scheme, the AP has to be updated. From the implementation perspective, the 

reasons to adopt the four message interactions are as follows: 

1) The message framework of authentication (open) and association are reused. Consequently, the new scheme 

just needs to modify the contents of the four messages instead of its framework.  

2) The message contents of the four-way handshake are reused. The four messages between the STA and the AP 

in the proposed scheme are similar to the four-way handshake. Therefore, the implementation of the new 

scheme can be achieved through the appropriate modification of the contents of the four-way handshake. Thus, 

the new scheme is easy to implement.  

3) The state machine of the STA in 802.11i can be maintained unchanged. 

Its initial state is “State 1: Unauthenticated, Unassociated.” After the successful mutual authentication 

with the AS, the STA enters into the “State 2: Authenticated, Unassociated.” When the protocol completes 

successfully, the STA enters into “State 3: Authenticated, Associated.” This accords with the specification of 

802.11i. 

 

V. PERFORMANCE ANALYSIS 
5.1 Compatibility Analysis 

From above section, it can be seen that the proposed scheme can be compatible with 802.11i. And the 

new scheme provides users another choice in addition to 802.11i. FLAP scheme will be executed only when 
both the STA and the network support the fast initial access authentication. If the new scheme is not supported 

on both sides, 802.11i can be used instead.  In addition, our scheme is involved only in the initial access 

authentication and the resulting outputs are the PMK and PTK which are same as those of 802.11i, therefore, the 

subsequent procedure (e.g., the update of the PTK) of 802.11i will not be affected. In such a way, FLAP can 

achieve nearly full compatibility with the current standard. 
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5.2 Security Analysis 

If the hash function f() and h() is secure, our scheme FLAP can achieve mutual authentications among 

the STA, AP and AS, and generates a secure key PTK. Furthermore, the FLAP is more secure than the four-way 

handshake protocol. 

5.3 Performance Analysis 

According to the implementation consideration, we implement the proposed scheme. A test bed is 

established whose topology is shown in Figure. 3. 

 
Figure 3: Test bed Topology 

In this paper, simulation is done for the concept as the number of stations increases authentication 
delay increases, it consume lot of time in authentication process. And here along with the authentication delay 

some other parameters are also considered like throughput, packet delivery ratio and packet drops. These 

parameters are also equally important to say the protocol is efficient.  

The authentication delay is made up of two components and they are process delay and communication 

delay. The former mainly consists of computation time, packet encapsulation and decapsulation time. The 

communication delay is the time spent to transmit messages over the wireless and the wire. In a WLAN, all the 

STAs have to compete with each other using CSMA/CA [1] to get the wireless channel, which costs 
considerable time. Comparing with the time spent in the wireless, the time in the wire is negligible because the 

bandwidth is very high and APs do not need to compete for the wire channel.  

When a new STA is added (the original STA number is assumed to be n, and then now there are n + 1 

STAs in total), for each of the original n STAs, its process time basically will not increase (we assume that the 

AS‟s computation capacity is enormous and it can handle authentications in parallel), while the communication 

delay gets longer because one more STA comes to compete for the channel with it. Consequently, for each of 

the original n STAs, the addition of one STA results in the increase of its communication delay. It is assumed 

that the average authentication delay is D when the STA number is n and the extra average communication 
delay resulting from one additional STA is delta, then for each of the original n STAs, the new average 

authentication delay is D þ delta. For the new incoming STA, its authentication delay also approximates to that 

of the rest n STAs. Therefore, the average authentication delay of the n + 1 STAs will also be D + delta.  

We vary the number of new incoming STAs that concurrently authenticate with the WLAN from 1 to 

40.  We simulated 10, 20, 30 and 40 nodes. The authentication delay simulation result for 802.11i EAP-TLS and 

proposed protocol are as show below: 

 
Figure 4: Authentication Delay simulation of 802.11i and FLAP 
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Furthermore, we notice that in Fig. 4, when the STA number is less than 10 the delay increases slowly, 

while the delay increases quickly (nearly linearly) when there are more than 10 STAs. This is because an 

additional STA does not affect the communication delay too much when the node number is small, but when the 

number gets large, the affect becomes considerable. This result accords with that of [11] which uses a Markov 
chain to analyze the WLAN performance. We found that when the STA number was greater than 10, the model 

was much closer to the practical situation. Based on the analysis model proposed in [11], [10] reaches the 

conclusion that WLAN access delay increases nearly linearly with the number of STAs. 

Throughput is the number of packets/bytes received by source per unit time. It is an important metric 

for analysing network protocols. The throughput comparison between EAP-TLS and FLAP schemes are shown 

in below figure: 

 

Figure 5: Throughput comparison between 802.11i and FLAP 

From the above graph it is clear that throughput is efficient in FLAP than EAP-TLS 802.11i.  When the 

number of STA is 10 the throughput values of both the protocols are approximately similar. As the number of 

STA increases to 30 then the values are 256 for FLAP and 198 for EAP-TLS. Throughput is measured in kbps.  

Packet delivery ratio is defined as the ratio of data packets received by the destinations to those packets 

sent by the sources. The PDR for 10, 20, 30 and 40 number of STA for both 802.11i and FLAP are shown as 

below: 

 

Figure 6: PDR comparison between 802.11i and FLAP 

Above graph shows that the PDR for both EAP-TLS and FLAP schemes is same when there is 10 

number of STA i.e., 1. When the number of STA increases to 40 then PDR of FLAP is 0.68 where as for EAP-

TLS is 0.43. The greater value of packet delivery ratio means the better performance of the protocol. 

And finally Packet Drops are considered and compared between both the existing and proposed 
schemes. Packet Drops show the total numbers of packets those drops during the transmission from source to 

destination. The below figure shows, the simulation results of packet drops for both protocols. 
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Figure 7: Packet drops comparison of 802.11i and FLAP 

By considering the results of all these parameters we can say that FLAP is more efficient in many scenarios 

than 802.11i EAP-TLS.  

 EAP-TLS is inefficient; especially when the incoming STAs number increases dramatically or the 

WLAN is crowded. For example, when there are 40 number of STA the average authentication is 820s. 

Taking into account the scan and DHCP process, the initial link setup time will get even longer. With 

this performance, the offloading of real applications from 3G to WLAN cannot be realized for certain. 

In addition, let us image such a scenario where the radius of a WLAN is assumed to be 100 m and a car 

with the speed of 45 km/h passes through the WLAN. It will take the car up to 16 s, which is not quite 
enough for the onboard STA to establish the initial link if there is background traffic or the WLAN is 

crowded. 

 Our scheme has salient advantage over the EAP-TLS, especially when the WLAN is crowded. With the 

new incoming STAs number increases, the authentication delay difference between EAP-TLS and our 

scheme gets bigger and bigger. 

The below table shows the performance analysis results of our two protocols based on some performance 

metric such as number of nodes, authentication delay, throughput, PDR and packet drop: 

Table 1: Performance Results of 802.11i and FLAP 

 

 

Simulation result analysis: There are three factors that contribute to the salient advantage of our protocol over 

EAP-TLS.  

1) Rather than being an authentication framework, our proposal is a specific authentication protocol. Therefore, 

some messages in the 802.11i can be eliminated, such as the open authentication request/response messages. 

Meanwhile, some messages in the 802.11i are integrated, for example, the identity information in our protocol is 

sent with other authentication information, while 802.11i employs two independent messages to carry this 

information.  
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Furthermore, the authentication between the STA and the AS is incorporated skilfully with the four-

way handshake, without introducing extra messages. To realize the integration, the AS has to authenticate the 

STA successfully after receiving the first message (the fast access authentication request). Otherwise, the AP 

cannot get PMK or generate PTK before it generates the second message, and it cannot proceed to the four-way 
handshake. While, in the design of the two-message authentication protocol between the AS and the STA, how 

to ensure the freshness of the fast authentication request is a crucial problem. In our scheme, a loose counter t is 

utilized which is unnecessarily strictly synchronous. In such a method, the authentication between the STA and 

the AS can be integrated with the four-way handshake without introducing extra messages. Through the efforts 

mentioned above, our proposal just needs two roundtrip message interactions while 802.11i has 13 roundtrip 

messages. By means of reducing message exchanges, the time to spend in competing for the wireless channel is 

greatly cut down, especially when the WLAN is crowded.  

2) The symmetric cryptographic algorithm is utilized in our scheme while EAP-TLS employs the asymmetric 
algorithm; therefore, the computation delay of EAP-TLS is much longer than ours.  

3) The data amount of EAP-TLS is 14,341 bytes (from the EAPoL-Response/ identity to the end of four-way 

handshake) wherein the transmission of public key certificates is a major contributor, and ours is just 1,129 

bytes. 

VI. SECURITY IN FLAP 
In our scheme, there is no strict synchronization requirement for the t values in the STA and the AS. 

We just require that the t value in the STA is no less than the one maintained by the AS. Therefore, it does not 

have a high demand for the system.  

In addition, when the environment (e.g., the system failure) results in an asynchronization of the t values, an 

802.11i authentication is executed and after the successful authentication both parties send the other the t value 

that it finally used and the bigger one is chosen as the new synchronized t value. It should be noticed that even 

the new synchronized t value is smaller than the last t value used before (this situation will happen when both 

the STA and the AS lose their t values), it will not do harm to the security of the scheme. Because under this 

circumstance the attacker can just replay the used fast authentication request but cannot get the PMK, which 

disables it to launch the third authentication message. Furthermore, it can not disturb the synchronization of the t 

values between the STA and the AS, because if the attacker cannot proceed the scheme, the AS‟s t value will be 

rolled back upon receiving the failure message from the AP (refer to the Step (10)). That is, the AS will not 

update its t value if FLAP cannot be completed fully. In such a way, the t values get synchronized again. From 

this procedure, it can be seen that AS‟s rollback of its t value is necessary in the Step (10) if the AP does not 

authenticate the STA successfully, otherwise, in the resynchronization process if an attacker replays a fast 
authentication request, the AS‟s t value will get bigger than the STA‟s, resulting that the legal STA cannot 

proceed the authentication. 

In 802.11i, only after the successful authentication can the STA‟ IP address acquisition is executed. But in 

our scheme, the IP address acquisition can be performed in parallel with the FLAP. If the legacy DHCP [12] is 

employed to get the IP address, then each of its four messages can be carried by the corresponding message in 

our protocol as a new field. If the address is allocated with DHCP Rapid Commit Option [13], then its two 

messages can be carried through the first two messages of our scheme. But in either case, only when the AP 
authenticates the STA successfully (that is, after the message 9), can the allocated IP address is delivered to the 

STA. 

VII. CONCLUSION 
With the rapid increase of the WLAN-enabled devices, the current WLAN security standard IEEE 

802.11i is challenged for its low efficiency. In this paper, we first demonstrate its inefficiency through 

experiments, and then point out that the essential reason leading to such inefficiency is the fact that 802.11i is 

designed from the framework perspective which introduces too many message interactions. To overcome this 

drawback and meet the requirement of new applications, an efficient initial access authentication protocol FLAP 

is proposed, which takes just two roundtrip messages between the client and the networks to complete the 

authentications and key distribution between the STA, AP, and AS. Analysis indicates that our scheme is more 

secure than the four-way handshake protocol. Furthermore, simulations are done in different scenarios using 

different number of nodes like 10, 20, 30 and 40. Delay, Throughput, PDR and Packet drops are compared 

between 802.11i and FLAP. Results indicate that with the STA number increases, our scheme has more salient 
advantage over EAP-TLS.  
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ABSTRACT: This scientific research article focus that “J-RADIATION” shall be considered as 

“SOUL” of Universal elements and matters also called as “VIRGIN LIGHT”. In proto Indo 

Europe language “THIRI KURAL” shall mean “WHITE ELEMENT” or “WHITE CLOUD”. 

White cloud consider contains billions of THREE-IN-ONE minute particles. 

 

i. “THIRI” shall mean “VIRGIN LIGHT” 

ii. “KURAL” shall mean “IONS” 

iii. “THIRI KURAL” shall mean “WHITE CLOUD” 

  

 

THIRI KURAL?... 
 

(jphp Fuy;) 
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(i) 

 

(ii) 

 

 (iii) 

 

“WHITE CLOUD (White plasma Element) shall be considered as the “SOUL” of Universal matters 

formed of three-in-one fundamental ions Photon, Electron, Proton and free from hydrogen, carbon, 

nitrogen, ozone. 
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Key Words:  

a) “AKKINI” (Lightning) 

b) “EDI” (Thunder) 

c) “MAZHAI” (Rain) 

d) “ANNIAN” (Alien) 

 

I. INTRODUCTION: 

The Author of this article when doing 9th standard (Rural school) was beaten one 

day by school “TAMIL TEACHER” for pronouncing Thirukural (jpUf;Fws;) as “jphp 

Fuy;” (Thirikural). After taking practice as advised by the teacher the tongue was 

managed and could pronounce correctly as jpUf;Fws; at later date.  
  

In this article the author tries to emphasize that “Thirikural” (jphpFuy;) shall be 

considered as fundamental “white matter” composed of billions of ions under THREE-

IN-ONE domain called “e-logic”. In Proto Indo Europe language e-logic shall be called 

as “ESAI” (Music). 

 

“MUSIC” (ESAI) shall be considered as predefined “e-logic” rather than mere sound or “language” 

responsible for evolution of all universal matters in systematic pre defined sequence”. In other words 

language shall be considered as expressive state of logic.  

- Author  
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Hypothesis 

a) Philosophy of white cloud?... 

 It is hypothesized that white clouds shall be considered as the most fundamental 
“PLASMA ELEMENT” (MULAM) derived from “J-RADIATION”. It is further focused that the 
white clouds shall be considered as the source of three-in-one most fundamental elements 
“Akkini” (Lightning), “Edi” (Thunder), “Mazhai” (Rain). In proto Indo Europe language the 
white clouds shall be called as “MUKIL”. Billions of various other elements such as fire, water, 
air, landmark, snow, fog, honey, blood etc., shall be considered as “sub elements” to the 
fundamental elements. 

 

 

i) “Akkini” is like “Photon” (Rhythm) 

ii) “Edi” is like “Electron” (Melody) 

iii) “Mazhai” is like Proton (Pitch) 

iv) “Thiri” is like “J-Radiation” (Tala)  
 

 Further in Astrophysics “Kural” (White clouds) shall be referred as three-in-one 
fundamental ions and source of enregy responsible for evolution of all matters of universe. The 
source of Kural shall be considered as dark flame which is called in proto Indo Europe language 
as AKKI-e.   
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b) Philosophy of “ALIEN”?… 

 

 Case study shows that „ALIEN’ is considered as prehistoric human lived in other 
planet. It is hypothesized that Alien shall be considered as genetically distinguished 
human population lived in “MARS PLANET” in early universe. In proto Indo Europe 
language Alien shall also be called as “me;epad;”. Further “Alien” shall be considered 
expert in Astrophysics, Astronomy in effect management of planetary systems. Alien 
shall also be called as “THIRI VALLUVAR”.  
  

It is further focused that the various words pertain to Astrophysics, Astronomy might be 
derived from proto Indo Europe language origin as detailed below:  
 

Sl.No. Proto Indo Europe  
(PIE) 

English Words 

1 jphp Virgin light (Milky) 

2 Fuy; Ion (Particle) 

3 Kfpy; White clouds 

4 mf;fpdp Lightning 

5 ,b Thunder 
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6 kio Rain 

7 me;epad; Alien 

8 jphpld; Tribe 

9 %yk; Trinity 

10 jphpjy; Diversity 

11 mb Threshold (Base) 

12 ,ir Energy 

13 jhap Mother  

 

c) Case study on Thirukkural Poem?... 

 Case study shows that “THIRUVALLUVAR” is considered as “Divine Poet” 

who made “THIRUKKURAL” which is accepted as “Global veda” or “Ethics”. 

 It is hypothesized that the philosophy of Thirukkural (jpUf;Fws;) under three-in-

one domain might be derived from the philosophy of “Thirikural” (jphpFuy;) 

 

i) Right dot is like “Pitch” (Rain) 
ii) Left dot is like “Melody” (Thunder) 
iii) Centre dot is like “Rhythm” (Lightning) 
 

The philosophy of “Thirikural” (jphpFuy;) shall be defined within the following scope. 

1) Thirikural shall mean “e-logic” rather than language 

2) Thirikural shall mean “Law of music” 

3) Thirikural shall mean “Source” (Soul) of all matters. 

4) Thirikural shall mean “Mother of Alphabets” 

5) Thirikural shall mean “Three domain life” 
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i) Right dot is “Vowel” (Proton) 

ii) Left dot is “Consonant’’ (Electron)  

iii) Centre dot is “Vibration” (Photon) 

 

III. CONCLUSION: 

 It is focused that “Thirikural” shall be considered as “MUSIC” and fundamental 
Harmony derived from “SPIRIT”. All other man made languages shall be considered as 
“Harmonics” (Matters) to the fundamental “Harmony” (Soul). 
  (i) 
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  (ii) 

 

  (iii) 

 

 It is focused that the Tamil word “THIRI” shall be considered belong to the period of 
proto Indo-Europe language root. The three dot alphabet (13th alphabet) cited in Thirukural 
might belong to prehistoric triphthong logic indicating relative position of SUN, EARTH, 
MOON. The divine poet Thiruvalluvar might have lived during 2nd Generation (say 
Dravidian race) and hence the Tamil word “THIRI” might not be in much usage in 
Thirukural. SANSKRIT shall be considered as the classical language pertains to 3rd 
Generation population (say Aryan race). 
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Previous Publication:   The philosophy of origin of first life and human, the 

philosophy of model Cosmo Universe, the philosophy of fundamental neutrino particles 
have already been published in various international journals mentioned below. Hence 
this article shall be considered as extended version of the previous articles already 
published by the same author. 
[1] Cosmo Super Star – IJSRP, April issue, 2013 
[2] Super Scientist of Climate control – IJSER, May issue, 2013 
[3] AKKIE MARS CODE – IJSER, June issue, 2013 
[4] KARITHIRI (Dark flame) The Centromere of Cosmo Universe – IJIRD, May issue, 

2013 
[5] MA-AYYAN of MARS – IJIRD, June issue, 2013 
[6] MARS TRIBE – IJSER, June issue, 2013 
[7] MARS MATHEMATICS – IJERD, June issue, 2013 
[8] MARS (EZHEM) The mother of All Planets – IJSER, June issue, 2013 
[9] The Mystery of Crop Circle – IJOART, May issue, 2013 
[10] Origin of First Language – IJIRD, June issue, 2013 
[11] MARS TRISOMY HUMAN – IJOART, June issue, 2013 
[12] MARS ANGEL – IJSTR, June issue, 2013 
[13] Three principles of Akkie Management (AJIBM, August issue, 2013) 
[14] Prehistoric Triphthong Alphabet (IJIRD, July issue, 2013) 
[15] Prehistoric Akkie Music (IJST, July issue, 2013) 
[16] Barack Obama is Tamil Based Indian? (IJSER, August issue, 2013) 
[17] Philosophy of MARS Radiation (IJSER, August 2013) 
[18] Etymology of word “J” (IJSER, September 2013) 
[19] NOAH is Dravidian? (IJOART, August 2013) 
[20] Philosophy of Dark Cell (Soul)? (IJSER, September 2013) 
[21] Darwin Sir is Wrong?! (IJSER, October issue, 2013) 
[22] Prehistoric Pyramids are RF Antenna?!... (IJSER, October issue, 2013) 
[23] HUMAN IS A ROAM FREE CELL PHONE?!... (IJIRD, September issue, 2013) 
[24] NEUTRINOS EXIST IN EARTH ATMOSPHERE?!... (IJERD, October issue, 2013) 
[25] EARLY UNIVERSE WAS HIGHLY FROZEN?!... (IJOART, October issue, 2013) 
[26] UNIVERSE IS LIKE SPACE SHIP?!... (AJER, October issue, 2013) 
[27] ANCIENT EGYPT IS DRAVIDA NAD?!... (IJSER, November issue, 2013) 
[28] ROSETTA STONE IS PREHISTORIC “THAMEE STONE” ?!... (IJSER, November 

issue, 2013) 
[29] The Supernatural “CNO” HUMAN?... (IJOART, December issue, 2013) 
[30] 3G HUMAN ANCESTOR?... (AJER, December issue, 2013) 
[31] 3G Evolution?... (IJIRD, December issue, 2013) 
[32] God Created Human?... (IJERD, December issue, 2013) 
[33] Prehistoric “J” – Element?... (IJSER, January issue, 2014) 
[34] 3G Mobile phone Induces Cancer?... (IJERD, December issue, 2013) 
[35] “J” Shall Mean “JOULE”?... (IRJES, December issue, 2013) 
[36] “J”- HOUSE IS A HEAVEN?... (IJIRD, January issue, 2014) 
[37] The Supersonic JET FLIGHT-2014?... (IJSER, January issue, 2014) 
[38] “J”-RADIATION IS MOTHER OF HYDROGEN?... (AJER, January issue, 2014) 
[39] PEACE BEGINS WITH “J”?... (IJERD, January issue, 2014) 
[40] THE VIRGIN LIGHT?... (IJCRAR, January issue 2014) 
[41] THE VEILED MOTHER?... (IJERD, January issue 2014) 
[42] GOD HAS NO LUNGS?... (IJERD, February issue 2014) 
[43] Matters are made of Light or Atom?!... (IJERD, February issue 2014) 
[44] THE NUCLEAR “MUKKULAM”?... (IJSER, February issue 2014) 
[45] WHITE REVOLUTION 2014-15?... (IJERD, February issue 2014) 
[46] STAR TWINKLES!?... (IJERD, March issue 2014) 
[47] “E-LANKA” THE TAMIL CONTINENT?... (IJERD, March issue 2014) 
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THE WHITE BLOOD ANCESTOR?... 
 (A New theory on “Angel Blood”) 
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Abstract:  This scientific research article focus that “Red colour blood” of 
human shall be considered as the 3rd generation Blood and the Human on origin 

shall be considered having white colour Blood. The white colour blood of human 
Ancestor shall be considered composed of only ions of Photon, Electron, Proton and 
free from Hydrogen, Carbon, Nitrogen, Ozone. The white blood shall be called as 
“Pure Blood” (or) ”white Fluid”. In proto Indo Europe language the white blood 
shall be called as “AMMUTHAM” (mKjk;) 

 

(i) 

 

(ii) 
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The source of AMMUTHAM (mKjk;) shall be considered as the “WHITE SOUL” (or) 
“J-RADIATION”. During the course of “Expanding Universe” the colour of human 
Ancestor might be consistently changed due to birth of various radiations like alpha, beta, 
gamma under different pressure, Temperature, Density environment conditions in three 

Nuclear ages. AB type blood is universal acceptor?... NO… NO… NO… 
 

 

The “White Blood” (White fluid) free from atomic matters shall be considered as Universal blood 
(or) Universal acceptor and compatible not only to Human blood but to billions of all organisms of 
the Universe. The white blood shall also be called as “J-BLOOD”. 
-Author 
 

1. Key Words:  
a) Philosophy of “J-Blood” of human? 
b) Philosophy of “Black Blood” human?... 
c) Philosophy of “Blue Blood” human?... 
d) Philosophy of “Green Blood” human?... 
e) Philosophy of “Red Blood” human?... 
 

I. INTRODUCTION: 

 It is focused that “BLOOD” is considered essential for sustainability of Life of all 
organisms including human. Blood is a bodily fluid in animals that delivers necessary 
substances such as Nutrients, Oxygen to the cells and transports metabolic waste product 
away from those same cells. Case study shows that “AB” blood type of human is 
considered as “Universal Acceptor”. It is the questions of the author can “AB” type blood 
of human accept the blood type of all organisms?... If the answer is “NO” means then how 
the AB type shall be called as Universal acceptor?... 
 

 

In this research article the author tries to emphasize that the “White blood” (white fluid) 
shall be considered as Universal Acceptor of blood of all organisms including blood types 
of “Apes family”. 
  



American Journal of Engineering Research (AJER) 2014 
 

 

 
w w w . a j e r . o r g   

 

Page 307 

 It is further focused that the four types of blood of human (AB, A, B, O) shall be 
considered derived from most fundamental White Blood in different geological periods 
under different environmental conditions. 
. 
 

“DARWIN SIR” probably due to jealousness wrongly focused beautiful and genius Human 
Ancestor blood derived from Apes family. 
- Author   

 
2. Hypothesis 

a) “What “White blood” is made up of?... 

 It is hypothesized that the white blood (White Fluid) shall be considered composed 
of only fundamental ions of photon, Electron, proton, exist under. “ZERO GRAVITY” (or) 
“LOW GRAVITY” endothermic environment. The white blood shall be considered as 
evolved due to Impact of “J-RADIATION”. The conventional blood matter consider 

composed of Trillions of various atoms, molecules with blood constituents, Plasma 

Platelets, Red blood cell, white blood cell shall be considered derived subsequently under 
various “higher gravity” environmental conditions. The philosophy of evolution of “White 

Blood” shall be described below. 
 

b)  

 

It is further hypothesized that the “Universal blood matter” shall be considered having “three-in-one” 

Domain say, 

a) White element matter  

b) White Tissue matter 

c) White atomic matter. The philosophy of 3
rd

 Generation Blood with three-in-one Domain 

shall be described as below. 

 

The philosophy of “3RD GENERATION BLOOD” (red blood) shall be defined within the 
following scope. 

i. “RED BLOOD” shall mean three-in-one fundamental Domain matter (i.e) 
Elementary matter, Tissue matter, Atomic matter 
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ii. “RED BLOOD” shall be considered as the state of “Liquid phase matter” rather 
than the state of “FLUID” exist under “higher gravity” environment compared to 
“White Blood”. 

iii. “RED BLOOD” shall be considered having “higher viscosity” and varied most 
fundamental characteristics compared to “White Blood” 

 

The 3rd Generation blood considered acquired thousands of characteristics in three geological period 

shall be described as below. 

 

c) Philosophy of three Domain structure of Blood?... 

 It is hypothesized that the three-in-one blood system shall be considered as the most fundamental 

domain matter. Billions of various phases of Blood matters shall be considered as species to the three 

fundamental domain matter. 

 

 

 

i) Model Elementary matter: 

 

The smaller unit of “Elementary matter” shall be considered as composed of ions of Photon, Electron, 

Proton having definite charge property also called as “White Cell”. Varied cell mass might lead to varied 

characteristics of Blood.  

 

ii) Model Tissue matter 

 

The smaller unit of “Tissue matter” shall be considered as composed of energy of Optic, Electric, 

Magnetic parameter also called as “white energy”. Varied level of energy intensity might lead to varied 
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characteristics of blood. 

iii) Model Atomic matter 

 

The smaller unit of “Atomic matter” shall be considered as composed of Carbon, Nitrogen, Ozone also called 

as “White Atom”. Varied atomic weight to the fundamental nuclei might lead to varied atomic matter  

“The Standard Blood system shall be considered composed of most fundamental parameter of “White cell”, 

“White Energy” and “White Atom” exist under three-in-one domain. Further the standard  blood cell shall be 

considered as composed of THREE-IN-ONE neuclei”. 

- Author 

d) Philosophy of “Angel” blood?... 

 It is hypothesized that the prehistoric human population lived in “MARS PLANET” shall be 
considered belong to “Angel family” having highest level of “Wisdom”. The Angel population shall be 

considered breath “WIND” rather than ozone, oxygen and having “White fluid blood”. The wind shall be 

considered as absolutely pre air composed of ions of Photon, Electron, Proton are free from Hydrogen, 

Carbon, Nitrogen, Oxygen. 

 

e) Philosophy of “Black Blood” human?... 

 It is hypothesized that “Black Blood” shall be considered as the Transformed stage of White blood. 

During the expanding Universe Angel family lived in MARS PLANET shall be considered transformed to 

“EARTH PLANET”. The BLACK BLOOD population of the Earth planet shall also be called as “TRIBE 

POPULATIONS”. 

 

 It is further focused that Blue blood, Green Blood, Red Blood populations shall be considered as the 

three distinguished family of population with varied “genetic structure” in three Nuclear Ages say 1st 

generation, 2nd generation, 3rd generation populations. 

f) Case study on congenital Blood?... 

 Case study shows that in the congenital Blood the blood cell considered composed of “Trillion” of 

atomic particles responsible for various function of blood cells. 
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 It is hypothesized that the conventional blood types AB, A, B, O shall be considered as containing 

various atoms and evolved in three different geological period derived from the fundamental “White Blood”. 

 

g) Case study on Blood types?... 

Various blood types shall be considered having evolved in different geological period from the most 

fundamental universal white blood and acquiring distinguished magnetic, electric, optic properties due to 

impact of UV, RF, IR environment. It is hypothesized that the white blood shall be considered as containing 

only “ANTIBODIES” and free from “ANTIGEN”. During the course of time the white blood could have 

acquired various level of antigens which results to become evolution of different type of blood group.   

 

h) Case study on phases of matter?... 

Scientific study shows that all matter exists in fundamental four states i.e. Plasma sate, Solid state, 

Liquid state, Gas state and other exotic stages of super fluid, super solid. 
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 It is hypothesized that the WHITE BLOOD shall be considered as existing in the state of “SUPER 

FLUID” under high endothermic environment and of highest humidity level and lowest PH level compared to 

3rd Generation blood.  

i) Philosophy of Universal Donor Blood?... 

Case study shows that “O” type blood is considered as Universal donor to other blood groups AB, A, B 

and called as Universal donor. Can O type blood be donated to all other animals and organisms?... If the answer 

is no, then how the O type blood can be called as Universal donor?...  

It is hypothesized that white blood (white fluid) shall be considered as not only Universal acceptor 

blood but shall also be considered as Universals donor. The Philosophy of Universal acceptor and Universal 

donor shall be descended as below.  

 

 

j) Case study on Blood Serum?... 
Case study shows that blood serum is the component (does not contain WBC, RBC) consider neither a 

blood cell nor a clotting factor. Further serum includes all “PROTEINS” and essential factor for self renewal of 

embryonic stem cells. It is hypothesized that blood serum shall be considered as the species matter to the 

fundamental “WHITE BLOOD CELL”.  

 

i) Right dot (Proton) – Responsible for functional (DNA) 

ii) Left dot (Electron) -  Responsible for Structural (HORMONE)  

iii) Center dot (Photon) -  Responsible for Sequence (RNA)  

k) Case study on Phylum?... 
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Case study shows that in biology a principal taxonomic category that ranks above class and below 

kingdom. 

 

It is hypothesized that “J-Blood” (Universal white blood) shall be considered as the LIFE from which 

all the life of universal organism considered descended from. 

 

 

 

l) Case study on Dark Energy?... 

Case study shows that the Universe contains 70% dark energy, 26% dark matter and balance other 

matters. It is hypothesized that “AKKI-e” shall be considered as the source of dark energy and “white soul” 

responsible for existence of all matters in the Universe.  

(i) 

 

(ii) 
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3. Conclusion:  

 The white blood (With fluid) shall be considered as the “Fluid state” of matter rather than Plasma state of 

matter. Fluid state shall mean free from atomic matter Hydrogen, Carbon, Nitrogen, and Ozone. 

 
 Further in Human Anthropological system the various genetically varied populations shall be considered 

having different type of blood system since origin of “Human Ancestor” as described below. 
 

Sl.No. Human race Period Blood type 

1. Angel family Prehistoric Time (Wind breath) “White blood” 

2. Plasma Human (Tribe) Ancient time (Transformation to Ozone breath) “Black blood” 

3. Proto Dravidian Post Ancient (1
st
 generation) (Ozone breath) “Blue blood” (AB) 

4. Dravidian Pre modern (2
nd

 generation) (Oxygen breath) “Green blood”  

(AB, A, B) 

5. Aryan Moderations(3
rd

 generation) (Oxygen allotrope) Red blood (AB,A,B,O) 

      

 

 

4. Previous Publication:    
The philosophy of origin of first life and human, the philosophy of model Cosmo Universe, the philosophy of 

fundamental neutrino particles have already been published in various international journals mentioned below. Hence this 
article shall be considered as extended version of the previous articles already published by the same author. 

[1] Cosmo Super Star – IJSRP, April issue, 2013 
[2] Super Scientist of Climate control – IJSER, May issue, 2013 
[3] AKKIE MARS CODE – IJSER, June issue, 2013 
[4] KARITHIRI (Dark flame) The Centromere of Cosmo Universe – IJIRD, May issue, 2013 
[5] MA-AYYAN of MARS – IJIRD, June issue, 2013 

[6] MARS TRIBE – IJSER, June issue, 2013 
[7] MARS MATHEMATICS – IJERD, June issue, 2013 
[8] MARS (EZHEM) The mother of All Planets – IJSER, June issue, 2013 
[9] The Mystery of Crop Circle – IJOART, May issue, 2013 
[10] Origin of First Language – IJIRD, June issue, 2013 
[11] MARS TRISOMY HUMAN – IJOART, June issue, 2013 
[12] MARS ANGEL – IJSTR, June issue, 2013 
[13] Three principles of Akkie Management (AJIBM, August issue, 2013) 

[14] Prehistoric Triphthong Alphabet (IJIRD, July issue, 2013) 
[15] Prehistoric Akkie Music (IJST, July issue, 2013) 
[16] Barack Obama is Tamil Based Indian? (IJSER, August issue, 2013) 
[17] Philosophy of MARS Radiation (IJSER, August 2013) 
[18] Etymology of word “J” (IJSER, September 2013) 
[19] NOAH is Dravidian? (IJOART, August 2013) 
[20] Philosophy of Dark Cell (Soul)? (IJSER, September 2013) 
[21] Darwin Sir is Wrong?! (IJSER, October issue, 2013) 

[22] Prehistoric Pyramids are RF Antenna?!... (IJSER, October issue, 2013) 
[23] HUMAN IS A ROAM FREE CELL PHONE?!... (IJIRD, September issue, 2013) 
[24] NEUTRINOS EXIST IN EARTH ATMOSPHERE?!... (IJERD, October issue, 2013) 
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[25] EARLY UNIVERSE WAS HIGHLY FROZEN?!... (IJOART, October issue, 2013) 
[26] UNIVERSE IS LIKE SPACE SHIP?!... (AJER, October issue, 2013) 
[27] ANCIENT EGYPT IS DRAVIDA NAD?!... (IJSER, November issue, 2013) 
[28] ROSETTA STONE IS PREHISTORIC “THAMEE STONE” ?!... (IJSER, November issue, 2013) 
[29] The Supernatural “CNO” HUMAN?... (IJOART, December issue, 2013) 
[30] 3G HUMAN ANCESTOR?... (AJER, December issue, 2013) 
[31] 3G Evolution?... (IJIRD, December issue, 2013) 

[32] God Created Human?... (IJERD, December issue, 2013) 
[33] Prehistoric “J” – Element?... (IJSER, January issue, 2014) 
[34] 3G Mobile phone Induces Cancer?... (IJERD, December issue, 2013) 
[35] “J” Shall Mean “JOULE”?... (IRJES, December issue, 2013) 
[36] “J”- HOUSE IS A HEAVEN?... (IJIRD, January issue, 2014) 
[37] The Supersonic JET FLIGHT-2014?... (IJSER, January issue, 2014) 
[38] “J”-RADIATION IS MOTHER OF HYDROGEN?... (AJER, January issue, 2014) 
[39] PEACE BEGINS WITH “J”?... (IJERD, January issue, 2014) 
[40] THE VIRGIN LIGHT?... (IJCRAR, January issue 2014) 

[41] THE VEILED MOTHER?... (IJERD, January issue 2014) 
[42] GOD HAS NO LUNGS?... (IJERD, February issue 2014) 
[43] Matters are made of Light or Atom?!... (IJERD, February issue 2014) 
[44] THE NUCLEAR “MUKKULAM”?... (IJSER, February issue 2014) 
[45] WHITE REVOLUTION 2014-15?... (IJERD, February issue 2014) 
[46] STAR TWINKLES!?... (IJERD, March issue 2014) 
[47] “E-LANKA” THE TAMIL CONTINENT?... (IJERD, March issue 2014) 
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[50] E–ACHI, IAS?... (AJER, March issue 2014) 
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ABSTRACT  : One of the main urban issues is healthy life of residents. Today cities have created mental 

disaster due to some problems such as crowded, pollutions, high density population and etc. on the other hand , 

cities especially small cities have natural and appropriate conditions in order to improving urban life quality . 
So should be planned for using from them. This research is applied. Research method is "descriptive – 

analytical". Data collected is field. At first, was determined by using kukran method. The sample size is 384 

people. In order to using from (GHQ-28) questionnaire (Human, 2005: 131). In this research was evaluated 

urban quality of Boroujerd city. In order to analyzing of data was used some technique such as: SPSS, Pierson 

correlation, T test, T Kendall, regression and keroskal. Also, was used questioner for determining sample size. 

The results shows, there is oriented relation between location and health of residents. Indeed, there is 

appropriate condition of life quality in welfare location. On the other hand, the most disorder between residents 

was stress that decreased urban life quality. 
 

KEY WORDS :  life quality, GHQ, indicator  

 

I. INTRODUCTION 
 The term quality of life (QOL) references the general well-being of individuals and societies. The term 

is used in a wide range of contexts, including the fields of international development, healthcare, and politics. 

Quality of life should not be confused with the concept of standard of living, which is based primarily on 

income. Instead, standard indicators of the quality of life include not only wealth and employment, but also the 

built environment, physical and mental health, education, recreation and leisure time, and social belonging 

(Husseini, 1999: 45).According to ecological economist Robert Costanza: While Quality of Life (QOL) has long 

been an explicit or implicit policy goal, adequate definition and measurement have been elusive. Diverse 

"objective" and "subjective" indicators across a range of disciplines and scales, and recent work on subjective 

well-being (SWB) surveys and the psychology of happiness have spurred renewed interest. Also frequently 

related are concepts such as freedom, human rights, and happiness. However, since happiness is subjective and 

difficult to measure, other measures are generally given priority. It has also been shown that happiness, as much 
as it can be measured, does not necessarily increase correspondingly with the comfort that results from 

increasing income. As a result, standard of living should not be taken to be a measure of happiness. Also 

sometimes considered related is the concept of human security, though the latter may be considered at a more 

basic level, and for all people. 

 

 Unlike per capita GDP or standard of living, both of which can be measured in financial terms, it is 

harder to make objective or long-term measurements of the quality of life experienced by nations or other 

groups of people. Researchers have begun in recent times to distinguish two aspects of personal well-being: 

Emotional well-being, in which respondents are asked about the quality of their everyday emotional experiences 

the frequency and intensity of their experiences of, for example, joy, stress, sadness, anger, and affection and 

life evaluation, in which respondents are asked to think about their life in general and evaluate it against a scale. 
Such and other systems and scales of measurement have been in use for some time. 

http://en.wikipedia.org/wiki/International_development
http://en.wikipedia.org/wiki/Standard_of_living
http://en.wikipedia.org/wiki/Robert_Costanza
http://en.wikipedia.org/wiki/Subjective_well-being
http://en.wikipedia.org/wiki/Subjective_well-being
http://en.wikipedia.org/wiki/Subjective_well-being
http://en.wikipedia.org/wiki/Human_rights
http://en.wikipedia.org/wiki/Happiness
http://en.wikipedia.org/wiki/Human_security
http://en.wikipedia.org/wiki/Gross_domestic_product
http://en.wikipedia.org/wiki/Standard_of_living
http://en.wikipedia.org/wiki/Emotional_well-being
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 Research has attempted to examine the relationship between quality of life and productivity (nur bala, 

2002: 5).In recent decade evaluating of life condition is important due to creating urban issues. today the 
modern method is led to created some problems such as : density , crowded , pollution ( Zahedi , 2002 : 20 ) . 

Improving human urban quality is necessary for governments (Ganji, 2002: 67).  In this research was evaluated 

urban quality of Boroujerd city. In order to analyzing of data was used some technique such as: SPSS, Pierson 

correlation, T test, T Kendall, regression and keroskal. Also, was used questioner for determining sample size .     

  

II. STANDARD OF LIVING 
 Refers to the level of wealth, comfort, material goods and necessities available to a certain 

socioeconomic class in a certain geographic area. The standard of living includes factors such as income, quality 

and availability of employment, class disparity, poverty rate, quality and affordability of housing, hours of work 

required to purchase necessities, gross domestic product, inflation rate, number of vacation days per year, 

affordable (or free) access to quality healthcare, quality and availability of education, life expectancy, incidence 

of disease, cost of goods and services, infrastructure, national economic growth, economic and political stability, 

political and religious freedom, environmental quality, climate and safety. The standard of living is closely 
related to quality of life (Saliski, 2004: 48). Standard of living is generally measured by standards such as real 

(i.e. inflation adjusted) income per person and poverty rate (Ozur, 2003: 18). Other measures such as access and 

quality of health care, income growth inequality, Disposable Energy (people's disposable income's ability to buy 

energy) and educational standards are also used. Examples are access to certain goods (such as number of 

refrigerators per 1000 people), or measures of health such as life expectancy (Shahidi, 2003:35). It is the ease by 

which people living in a time or place are able to satisfy their needs and/or wants (Biyabangard, 2005:23). The 

idea of a 'standard' may be contrasted with the quality of life, which takes into account not only the material 

standard of living, but also other more intangible aspects that make up human life, such as leisure, safety, 

cultural resources, social life, physical health, environmental quality issues, etc ( Isfahani , 2006 :34 ) . More 

complex means of measuring well-being must be employed to make such judgments, and these are very often 

political, thus controversial. Even between two nations or societies that have similar material standards of living, 

quality of life factors may in fact make one of these places more attractive to a given individual or group (Javadi 
, 2004 : 30). 

 

 However, there can be problems even with just using numerical averages to compare material standards 

of living, as opposed to, for instance, a Pareto index (a measure of the breadth of income or wealth distribution). 

Standards of living are perhaps inherently subjective (Palahang, 1994: 21). As an example, countries with a very 

small, very rich upper class and a very large, very poor lower class may have a high mean level of income, even 

though the majority of people have a low "standard of living". This mirrors the problem of poverty 

measurement, which also tends towards the relative. This illustrates how distribution of income can disguise the 

actual standard of living (Yaqubi, 1993:52). 
 

III. RESEARCH HISTORY 
 Perhaps the most commonly used international measure of development is the Human Development 

Index(HDI), which combines measures of life expectancy, education, and standard of living, in an attempt to 

quantify the options available to individuals within a given society. The HDI is used by the United Nations 

Development Programmer  in their Human Development Report. The Physical Quality of Life Index (PQLI) is a 
measure developed by sociologist Morris David Morris in the 1970s, based on basic literacy, infant mortality, 

and life expectancy. Although not as complex as other measures, and now essentially replaced by the Human 

Development Index, the PQLI is notable for Morris's attempt to show a "less fatalistic pessimistic picture" by 

focusing on three areas where global quality of life was generally improving at the time, and ignoring Gross 

National Product  and other possible indicators that were not improving. The Happy Planet Index, introduced in 

2006, is unique among quality of life measures in that, in addition to standard determinants of well-being, it uses 

each country's ecological footprint as an indicator. As a result, European and North American nations do not 

dominate this measure. The 2012 list is instead topped by Costa Rica, Vietnam and Colombia. Gallup 

researchers trying to find the world's happiest countries found Denmark to be at the top of the list. Switch  

publishes an annual quality of life index for European countries. France has topped the list for the last three 

years. A 2010 study by two Princeton University professors looked at 1,000 randomly selected U.S. residents 

over an extended period. It concludes that their life evaluations- that is, their considered evaluations of their life 
against a stated scale of one to ten - rise steadily with income.  

 On the other hand, their reported quality of emotional daily experiences(their reported experiences of 

joy, affection, stress, sadness, or anger) levels off after a certain income level (approximately $75,000 per year); 

http://en.wikipedia.org/wiki/Wealth
http://en.wikipedia.org/wiki/Poverty_rate
http://en.wikipedia.org/wiki/Gross_domestic_product
http://en.wikipedia.org/wiki/Inflation_rate
http://en.wikipedia.org/wiki/Inflation_(economics)
http://en.wikipedia.org/wiki/Poverty_rate
http://en.wikipedia.org/wiki/Economic_inequality
http://en.wikipedia.org/wiki/Disposable_Energy
http://en.wikipedia.org/wiki/Quality_of_life
http://en.wikipedia.org/wiki/Physical_health
http://en.wikipedia.org/wiki/Pareto_index
http://en.wikipedia.org/wiki/Mean
http://en.wikipedia.org/wiki/Poverty
http://en.wikipedia.org/wiki/Human_Development_Index
http://en.wikipedia.org/wiki/Human_Development_Index
http://en.wikipedia.org/wiki/Human_Development_Index
http://en.wikipedia.org/wiki/United_Nations_Development_Programme
http://en.wikipedia.org/wiki/United_Nations_Development_Programme
http://en.wikipedia.org/wiki/United_Nations_Development_Programme
http://en.wikipedia.org/wiki/Human_Development_Report
http://en.wikipedia.org/wiki/Physical_Quality_of_Life_Index
http://en.wikipedia.org/wiki/Gross_National_Product
http://en.wikipedia.org/wiki/Gross_National_Product
http://en.wikipedia.org/wiki/Gross_National_Product
http://en.wikipedia.org/wiki/Happy_Planet_Index
http://en.wikipedia.org/wiki/Ecological_footprint
http://en.wikipedia.org/wiki/Costa_Rica
http://en.wikipedia.org/wiki/Vietnam
http://en.wikipedia.org/wiki/Colombia
http://en.wikipedia.org/wiki/The_Gallup_Organization
http://en.wikipedia.org/wiki/The_Gallup_Organization
http://en.wikipedia.org/wiki/The_Gallup_Organization
http://en.wikipedia.org/wiki/Happiness
http://en.wikipedia.org/wiki/Denmark
http://en.wikipedia.org/wiki/USwitch
http://en.wikipedia.org/wiki/France
http://en.wikipedia.org/wiki/Princeton_University
http://en.wikipedia.org/wiki/Happiness
http://en.wikipedia.org/wiki/Affection
http://en.wikipedia.org/wiki/Stress_(biology)
http://en.wikipedia.org/wiki/Sadness
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income above $75,000 does not lead to more experiences of happiness nor to further relief of unhappiness or 

stress. Below this income level, respondents reported decreasing happiness and increasing sadness and stress, 
implying the pain of life’s misfortunes, including disease, divorce, and being alone, is exacerbated by 

poverty.[11] The term quality of life is also used by politicians and economists to measure the livability of a given 

city or nation. Two widely known measures of livability are the Economist Intelligence Unit's quality-of-life 

index and Mercer's Quality of Living Reports. These two measures calculate the livability of countries and cities 

around the world, respectively, through a combination of subjective life-satisfaction surveys and objective 

determinants of quality of life such as divorce rates, safety, and infrastructure. Such measures relate more 

broadly to the population of a city, state, or country, not to individual quality of life. Some crimes against 

property (e.g., graffiti and vandalism) and some "victimless crimes" have been referred to as "quality-of-life 

crimes." American sociologist James Q. Wilson encapsulated this argument as the Broken Window Theory, 

which asserts that relatively minor problems left unattended (such as litter, graffiti, or public urination by 

homeless individuals) send a subliminal message that disorder in general is being tolerated, and as a result, more 

serious crimes will end up being committed (the analogy being that a broken window left broken shows an 
image of general dilapidation).Wilson's theories have been used to justify the implementation of zero tolerance 

policies by many prominent American mayors, most notably Oscar Goodman in Las Vegas, Richard Riordan in 

Los Angeles, Rudolph Giuliani in New York City and Gavin Newsom in San Francisco. Such policies refuse to 

tolerate even minor crimes; proponents argue that this will improve the quality of life of local residents. 

However, critics of zero tolerance policies believe that such policies neglect investigation on a case-by-case 

basis and may lead to unreasonably harsh penalties for crimes. 
 

IV. RESEARCH PURPOSE 

 The main purpose of research is, improving life quality in studied area. So has been codified 5 theories. They 

are: 

[1] There are difference physical disorders in Boroujerd districts. 

[2] There are difference anxiety disorders in Boroujerd districts. 
[3] There are difference social functional disorders in Boroujerd districts. 

[4] There are, depress disorders in Boroujerd districts. 

[5]  There is difference mental health in Boroujerd districts. 

 

Research method : This research is applied. Research method is "descriptive – analytical". Data collected is 

field. At first, was determined by using kukran method. The sample size is 384 people. In order to using from 

(GHQ-28) questionnaire (Human, 2005: 131). In this research was evaluated urban quality of Boroujerd city. In 

order to analyzing of data was used some technique such as: SPSS, Pierson correlation, T test, T Kendall, 

regression and keroskal. Also, was used questioner for determining sample size . The results shows, there is 

oriented relation between location and health of residents. Indeed, there is appropriate condition of life quality in 

welfare location. On the other hand, the most disorder between residents was stress that decreased urban life 
quality. 

 

Studied area : The studied area is 17 of Brougerd district. Borujerd is a city in and capital of Borujerd County, 

Lorestan Province in western Iran. At the 2006 census, its population was 227,547 in 59,388 families. Among 

the existing modern cities in Iran, Borujerd is one of the oldest reported at least since the 9th century. In 

Sassanid Empire, Borujerd was a small town and region neighboring Nahavand. Gaining more attention during 

Great Seljuk Empire in the 9th and 10th centuries, Borujerd stood as an industrial, commercial and strategic city 

in Zagros Mountains until the 20th century. In its golden ages, Borujerd was selected as the state capital of 
Lorestan and Khuzestan region during Qajar dynasty in the 18th and 19th centuries.Today, Borujerd is the 

second largest city of Lorestan; hence, the major industrial, tourist and cultural center of the region. The city has 

kept its old architecture and lifestyle mostly through mosques, bazaars and houses built in the Qajar 

era.Borujerd city is located approximately 1670 meters above sea level and has a moderate climate with cold 

winters. The highest point is Garrin Mountain 3623 m above sea level and the lowest area is Gel Rood River in 

South with 1400 m elevation. Borujerd Township has 2600 km² area with approximately 400,000 inhabitants 

distributed in the city of Oshtorinan and more than 180 villages.Borujerd is located on Silakhor Plain which is 

the largest agricultural land of Lorestan. The high-elevated Zagros Mountains surround it from South East to 

North West and the peaks are covered with snow most of the times. Rural people work in farms or keep their 

domestic animals. Other people work in governmental offices, armed forces, factories or small local businesses. 

The feet of Zagros Mountains is a great destination for nomads and many Lurs and Bakhtiari nomads move 
there in summer. The area is paved with highways and is a crossroad between Tehran and Khuzestan Province 
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as well as Isfahan Province and Kermanshah Province. 

   

 

 

   

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Lorestan province 

 

Figure 2: Borujerd city  

 

 

V. FINDINGS RESEARCH 
According to mentioned explanation was considered theories. They are: 

http://en.wikipedia.org/wiki/Isfahan_Province
http://en.wikipedia.org/wiki/Kermanshah_Province
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H0- There isn't difference physical disorders in Boroujerd districts. 

H1- There is difference physical disorders in Boroujerd districts. 

 

  

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Table 1: keroskal test for comparing physical disorders in various districts 

 

Based on table 1, amount of "p" has been less than 0.01 (p < 0.01). So, the H0 theory was false and H1 theory 

was true. According to above table the most of physical disorders was in 14 of district. 

 

H0: There aren't difference anxiety disorders in Boroujerd districts. 

H1: There are difference anxiety disorders in Boroujerd districts. 

  

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Table 2: keroskal test for comparing stress disorders in various districts 
Based on table 2, amount of "p" has been less than 0.01 (p < 0.01). So, the H0 theory was false and H1 theory 

was true. According to above table the most of stress disorders was in 14 of district. 

 

H0: There aren't difference social functional disorders in Boroujerd districts. 

H1: There are difference social functional disorders in Boroujerd districts. 

 

 

 

Districts  Average Districts Average  

1 173.1 10 162.10 

2 178.8 11 143.25 

3 176.56 12 297.30 

4 151.9 13 63.00 

5 269.4 14 358.50 

6 256.03 15 132.73 

7 250.04 16 66.75 

8 113.59 17 290.33 

9 100.89   

 χ101.57 

Freedom degree  16 

p 000 

Districts  Average Districts Average  

1 168.8 10 74.5 

2 161.4 11 82.75 

3 195 12 258.6 

4 137.90 13 100 

5 283.80 14 321 

6 256.5 15 114.05 

7 249.2 16 96.6 

8 124.1 17 298.5 

9 93.3   

 χ110.4 

Freedom degree  16 

p 000 
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Table 3: keroskal test for comparing social functional disorders in various districts 
 

According to table 3, amount of "p" has been less than 0.01 (p < 0.01). So, the H0 theory was false and H1 

theory was true. According to above table the most of social functional disorders was in 5 of district. 

 

H0: There aren't, depress disorders in Boroujerd districts. 

H1: There are, depress disorders in Boroujerd districts. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: keroskal test for comparing depress disorders in various districts 

 

According to table 4, amount of "p" has been less than 0.01 (p < 0.01). So, the H0 theory was false and H1 

theory was true. According to above table the most of depress disorders was in 17 of district. 

 

H0: There isn't difference mental health in Boroujerd districts. 

H0: There is difference mental health in Boroujerd districts. 

 

 

 

 

Districts  Average Districts Average  

1 188 10 52.60 

2 180.2 11 147.2 

3 185.14 12 208.4 

4 172.5 13 83.83 

5 286.1 14 219 

6 249 15 124.3 

7 246.3 16 33.38 

8 108.3 17 261.5 

9 82.1   

 χ105.7 

Freedom degree  16 

p 0 

Districts  Average Districts Average  

1 171.8 10 102.3 

2 152.9 11 98.7 

3 176.3 12 239.1 

4 132.7 13 82.5 

5 308.9 14 273.5 

6 268.5 15 154.7 

7 268.9 16 150.5 

8 82 17 331 

9 84.3   

 χ157.7 

Freedom degree  16 

p 0 
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Table 5: keroskal test for comparing mental health in various districts 
 

According to table 5, amount of "p" has been less than 0.01 (p < 0.01). So, the H0 theory was false and H1 

theory was true. According to above table the most of mental health was in 14 of district. 

 

VI. DISCUSSION 
 Last years in Iran, don’t achieve sustainable cities especially in small & middle cities such as borujerd 
due to development of cities with out regard improving urban life quality. In different section of cities exist 

problems such as air pollution, terrific, shortage of green spaces. Appropriate planning & effective management 

for improving urban life quality are necessary for eliminating these problems. Effective management is led to 

promotion of humane life quality in cities.As the major function of cities is to provide places for people to trade, 

produce, communicate and live, the urban environment needs to be assessed from a very specific human 

perspective:  to provide an agreeable place to live while minimizing or balancing negative side effects. Quality 

of life in cities relies on a range of components such as social equity, income and welfare, housing, a healthy 

environment, social relations and education. The environmental elements of good quality of life include good air 

quality, low noise levels, clean and sufficient water, good urban design with sufficient and high-quality public 

and green spaces, an agreeable local climate or opportunities to adapt, and social equity. However, urban-

specific data are patchy in Europe and, due to different timescales and reporting methods, are seldom directly 

comparable. This volume synthesizes past and current, international research on the quality of urban life. It 
emphasizes the contributions of the urban environment to the overall well-being of residents living in urban 

areas ranging in scale from small cities and their hinterlands to metropolitan regions. The term urban 

environment refers to the socio-physical aspects of urban living ranging from individual dwellings and 

neighborhoods to public services (i.e. transportation, rubbish collection, etc.) to neighbors and community 

organizations. The work emphasizes not only perceptions of and behaviors within urban environments but the 

actual conditions to which individuals are responding. The research covers both the subjective and behavioral 

aspects of urban living as well as the objective conditions which drive them.Drawing on collaborative research 

with a broad group of researchers in a variety of settings around the world, the book incorporates theoretical and 

methodological approaches to the conceptualizing and measuring of quality of life. It covers research designs 

that are based on both the analysis and modeling of aggregate secondary data and on the collection, analysis and 

modeling of primary survey data on subjective urban quality of life. 
 

REFERENCES 
[1] 1-Esfahani, MM (1384), health law, Qom University of Medical Sciences and Health Services 

[2] 2-Biyabangard, E. and F. Javadi (1383) Psychological health of adolescents and youth in Tehran, Journal of Social Welfare - Pages 

127-144 

[3] 3- Javadi, F., 1382: Evaluation of the psychological health of people in Tehran 81 years, the Center of Research and Evaluation 

Program 

[4] Syed Hussaini, A. (1377), Principles of Mental Health, Mashhad University of Medical Sciences, Vol 1, p 45 
[5] 4 - Ozer, Em. Park, Mg. Paul, T. Brindis, CD. Irwine, CE (2003), America's 

[6] Adolescents: Are they healthy? San Francisco, CA, University of California, National Adolescent health information center. 

[7] 5- Slusky, RI. (2004). Decreasing high risk behavior in teens. A theater program 

[8] Empower students to research out to their peers, Health Care Exec, 19 (1):48-9 

[9] 6- Lindberg, LF. Biggest, S. Williams, S. (2000), multiple threat: the Concurrence 

[10] Of teen health risk behaviors, The Urban Institute. 

 

Districts  Average Districts Average  

1 174.1 10 86.4 

2 163.3 11 101.7 

3 182 12 260.4 

4 140 13 72.8 

5 303 14 324 

6 267.7 15 118 

7 251.2 16 80.3 

8 94.5 17 304 

9 78.7   

 χ147 

Freedom degree  16 

p 0 
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 ABSTRACT: In this paper, compact antenna has been designed and implemented in a 2X2 Multiple-Input 

Multiple-Output (MIMO) system. The antennas are compact double-sided printed microstrip patch antennas 

and fed by a microstrip line designed for a frequency of 2.4 GHz used for industrial, scientific and medical 
(ISM) band applications. Polarization diversity of the two antennas is used to construct independent and 

uncorrelated signals on each antenna. The antennas are designed on CST Microwave studio simulation 

software with return loss less than -10dB, and the two antennas are combined as a single system forming a 

MIMO array of two antennas, Further, using the results from CST, MIMO-DSSS system has been implemented 

and a performance analysis of this system is done on MATLAB software. The performance of this system is 

studied using BPSK modulation and finally bit error rate is obtained. The paper details the implementation of 

the digital communication system along with the simulated and measured results. The system is designed for 

802.11n Wi-Fi family of standards that has an operation frequency of 2.4 GHz but with MIMO system that 

offers an increased data rate. 
 

KEYWORDS : Direct sequence spread spectrum (DSSS), Multiple-Input Multiple-Output (MIMO) system, 

industrial scientific and medical (ISM) 

I. INTRODUCTION  
Wireless Communications are evolving from pure telephony systems to multimedia platforms offering 

a variety of services. Future wireless systems should be flexible to match different constraints concerning data 

rate, delay, reliability and quality-of-service. Multiple input multiple output (MIMO) system multiplies the data 

rate throughput achievable in wireless communication [1], it optimizes the use of the transmission spectrum and 

power [2,3] by using MIMO, additional paths can be used to increase the capacity of a link [4]. The 2.4 GHz 

industrial, scientific and medical (ISM) band is largely license exempt band also the regulation is minimum and 

there is free access. It is used for many applications like cordless phones, wireless medical telemetry equipments 

and for Wi-Fi family of standards (802.11 a,b,g,n) which are the most widely known network bearer standards. 

The 802.11n standard was defined in October 2009, is becoming widely adopted. It uses 2.4 GHz or 5.8 GHz 

ISM band frequency, it is interoperable with 802.11b and uses 802.11g-like modulation, but with MIMO. There 

have been many reported work on antenna design at 2.4 GHz ISM band frequency as in[5][6].The MIMO array 

design of antennas has been reported for a frequency of 2.4 GHz, apart from this polarization diversity [7] 

antennas have also been designed, all these designs were implemented with a goal to achieve independent 

antenna arrays where the signals on the two antennas are uncorrelated and independent of each other, efforts [8–

10] have been contributed to the reduction of mutual coupling between antennas.In this paper, a simple and 

compact planar antenna is designed that shows acceptable return loss for 2.4 GHz ISM band frequency. This 

antenna is further used in the design of a 2X2 MIMO system. 
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 The basic aim of MIMO antenna design is to minimize the correlation between the multiple signals as 

in [11],to achieve compactness in MIMO systems, the use of pattern diversity as in [12,13], multimode diversity 

as in [14], and polarization diversity techniques as in [15] in conjunction with space diversity are discussed in 

the literature. In the present design, the orthogonal polarization concept is applied to the proposed multi slot 

patch antenna yielding better results in terms of return loss and mutual coupling. This MIMO system is further 

used to design a communication system using DSSS technique where encoding is done using BPSK modulation. 

The system is further analyzed for its performance analysis. The paper is organized as follows, Section II details 

the single antenna design analysis, and this antenna is further used in Section III to form a MIMO array. In 

Section IV the two antenna array is fed equally by a directional coupler. Section V details the design a compact 

2X2 MIMO system. Section VI details the coding implementation of MIMO-DSSS system using the results 

from above sections and finally Section VII concludes the analysis of paper. 

 

II. SINGLE ANTENNA DESIGN ANALYSIS  
The antenna is designed on a substrate which is printed on both sides, on one side is the patch and other 

side is a ground plane. The patch is fed by a micro strip feed line. The geometry of the given antenna is 

illustrated in Figure 1. It is fabricated on a 76.8 X 59.6 mm
2
 substrate with a dielectric constant of 4.1 and a 

substrate thickness of 1.5 mm. The top patch of the substrate has dimension of 43.4 X 29.8 mm2 which is fed by 

a strip line having a width of 3 mm. The bottom patch of substrate is just a ground plane. The proposed antenna 

has been simulated by CST Microwave studio.  

 

                                    (a)                                                                                      (b) 

Figure 1. Geometry of the antenna with dimensions in mm (a) Top view (b) Bottom view 

 
The simulation results of the antenna are shown in Figure 2, from the simulated graph it is observed 

that for frequency of 2.4 GHz, S11<-10dB showing a significant return loss. 
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Figure 2. Simulated result of the single antenna 

 
III. MIMO ARRAY DESIGN 

The main criteria for MIMO system design is mutual coupling, which can be reduced by increasing the 

distance between the elements of the antennas. We can achieve less mutual coupling by diversity concept since 

miniaturization is the main task in the upcoming wireless devices, the mutual coupling can be mitigated more 

with the use of polarization diversity. In the design of our system to achieve orthogonal polarization, one 

antenna is rotated to 900 with respect to its adjacent element as shown in the Figure 3.The separation between 

the antennas is 7.12 mm which is 0.057 λ. The antennas in the array have the same dimensions as mentioned in 

Section II. The antennas are mounted on a substrate symmetrically with εr = 4.1, which in turn is mounted on a 

ground plane.  

 

 
Figure 3.  MIMO antenna array having two ports 

 
The above two port system is simulated on CST Microwave Studio simulation software.  We can see 

from the simulated results of Figure 4 that the two antennas are working independently of each other as seen 

from the S11 and S22 plots for the two antennas that both are working on the 2.4 GHz ISM band with a 

significant return loss, also the mutual coupling S12 and S21 between the two antennas is very low at this 

frequency. 
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 (a) (b) 

 

 (c) (d) 

Figure 4.  Plots for simulation of MIMO antenna array (a) S11 (b) S12 (c) S21 (d) S22 

 

We have also calculated the correlation coefficient and diversity gain for this two antenna array. The 

correlation coefficient is given by the formula as in (1) 

 

Using the values of S- parameters from the plots of Figure 4 at the 2.4 GHz frequency, the correlation 

coefficient comes out to be 0.001.The diversity gain is also calculated which is given by the formula as in (2)  

 

Diversity gain comes out to be 9.9 dB. The values of correlation coefficient and diversity are in 

accordance that the antennas are working independently of each other and increase in signal to noise ratio due to 

diversity scheme is also significant respectively. 

 

IV. FEEDING THE MIMO ARRAY 
The MIMO array designed above has two antennas showing polarization diversity and are independent 

of each other, for a practical MIMO system there are two antennas on the transmitter side and two on the 

receiver side respectively separated by the same distance, also the two antennas should be fed equally with same 

phase Thus, in our case we will be using a directional coupler to feed the above two antennas respectively.A 3 

dB directional coupler with four ports having design frequency of 2.4 GHz is designed, input is given from one 

port of the coupler, which is evenly divided between other two ports with a 900 phase shift between the outputs, 

also very little output is received at the isolated port. The isolated port is terminated by a matched load of 50 

ohms. The coupler is as shown in Figure 5 along with the simulated results. The ratio of voltages between the 

output voltages  at port 2 and port 3 with respect to the input port (port 1) is given by S21 and S31  respectively. 

This ratio will be utilized further in the channel matrix calculations. 
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(a)                                                                              (b) 

 
Figure 5.   3-dB directional coupler (a) Coupler design (b) Simulated result 

 
To feed the two antennas with this coupler the feed lines from the output ports of coupler to the 

antennas are of different lengths such that the final input to the antennas is in phase. The antenna is as shown in 

Figure 6 along with the simulated result, we can see that S11<-10dB showing a significant return loss. 

 

 

                                (a)                                                                                      (b) 

Figure 6.  Compact MIMO antenna (a) antenna design (b) simulated result 

 
The fabrication of the antenna was carried using the antenna substrate with dielectric constant of 4.1 

and height 1.5 mm with microstrip line feed impedance of 50 ohms and ports of width 2.18mm. The testing of 

the fabricated design was done on vector network analyzer Rohde & Schwartz ZVB20 and calibrated using 

SOLT method. The photograph of the fabricated antenna is shown in Figure 7 along with the compared 

measured and simulated results in Figure 8  with the VNA screen output of measured results. We can see that 

there is a small difference in the two result which may be due to some measurement error or defects in hardware 

implementation. 

V. 2X2 MIMO SYSTEM DESIGN 
The two antenna system is fabricated as one system with a single port as discussed above, now the 

same antenna is fabricated again and the two antennas are kept separated with each other by a distance greater 

than the field distance taken to be 100 mm here and for this two port system S21 is measured. The design of the 

system having two ports is as shown in Figure 9 showing software design and practical design arrangement .The 

two antennas were first separated in the CST software environment and then in an actual scenario. Thus, we get 

two S parameters result for the software simulation and actual measurements respectively. 
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Figure 7. Photograph of fabricated antenna 

 

 
                                    (a)                                                                                (b) 

Figure 8. (a) VNA Screen Output (b) Compared measured and simulated results 

 
which are shown compared in Figure 10. In the MIMO system of Figure 9 having four antennas 

number from 1-4. The channel matrix for the system will be given by (3) where V31, V32, V41 and V42 denote the 

ratio of voltages between antennas 3 and 1, 3 and 2, 4 and 1 and 4 and 2 respectively. Now, from the simulated 

S-parameter results of the coupler we know the ratio of voltages between different ports of the coupler, and from 

the simulated result of the 2 port MIMO system as in Figure 10 we know the ratio of voltages at port 1 and port 

2 of the MIMO system of Figure 9. Using, these two ratios we can calculate V31, V32, V41 and V42 respectively 

thus we can obtain the channel matrix of the 2x2 system from (3). 
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(a) 

 
(b) 

Figure 9.  2 port MIMO system (a) Software design (b) Practical Design 

 

 
 

Figure 10.  Comparison results for simulated and measured for 2X2 MIMO System 
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VI. MIMO-DSSS SYSTEM 

DSSS is a technique where a signal is spread in a wider bandwidth using a spreading code. Here, the 

digital signal stream is combined with the spreading sequence bit stream using exclusive-OR. We incorporate 

coherent binary phase shift keying into the transmitter and receiver sections. The block diagram is as shown in 

Figure 11.We first generate random bits which are input to the system, then the incoming data stream is 

converted to a polar NRZ waveform b(t) as shown in Figure 12  as the original bit sequence. The bit interval Tb 

for the bit sequence is taken to be 18 ns. Now, this data sequence is followed by two stages of modulation. The 

first one is where this data sequence is multiplied with a spreading code that is the pseudorandom bit sequence 

c(t) as shown in Figure 12. The chip rate for this sequence Tc is taken to be 1ns. The multiplied output sequence 

b(t)*c(t) is as shown in Figure 12. This output sequence is then subjected to binary PSK modulator. The 

frequency of carrier used for BPSK modulation is 2.4 GHz. The transmitted signal is direct sequence spread 

binary phase shift keyed (DS-BPSK) signal as shown in Figure 12. The signal is then de-multiplexed into two 

separate streams and each stream is transmitted from an independent antenna. The channel matrix obtained from 

CST for a 2X2 system as obtained in previous section is used in coding the output from the 2X2 system with 

random noise added. This output is then followed by a BPSK demodulator using the same carrier as in the 

transmitting side and after this the sequence is multiplied by the pseudorandom code which is also the same as 

used at the transmitting side. The integration is carried out for the bit interval 0≤t≤Tb providing a sample value 

and finally a decision is made at the receiver by doing a threshold detection. The output bits are compared to the 

input bits to evaluate the bit error rate (BER) at different signal to noise ratio. The channel matrix of the 2X2 

system is taken both for software simulation and practical measurement and we get two plots for BER versus 

signal to noise ratio as shown in Figure 13. We can see that as the signal to noise ratio increase BER decreases 

and also for the measured system the BER is more as compared to the simulated one. 

 

 

Figure 11.  Block diagram for MIMO-DSSS system 
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Figure 12.  Waveforms for the digital communication system 
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(a)                                                                     (b) 

Figure 13.  BER vs SNR (dB) (a) Simulated result (b) Compared result 

VII. CONCLUSION 

 A new methodology has been defined to estimate the performance analysis of a 2X2 MIMO-DSSS 

system operating on 2.4 GHz ISM band frequency using practical antennas designed on CST Microwave studio, 

the two antennas in the array are working independently of each other and are fed with equally with same phase 

signals. The channel matrix from CST has been used for further coding DSSS-MIMO system instead of using a 

random channel matrix. The BER versus SNR curves are shown for the system, as expected the bit error rate 

decrease by increasing signal to noise ratio and also it can be seen that the measured BER values are coming 

higher than the simulated one. The system can be used for IEEE 802.11n Wi-Fi family of standards that uses 2.4 

GHz ISM band frequency along with MIMO system using DSSS modulation technique.  
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ABSTRACT  : In recent decade, have been changed urban physical and social conditions. Today, historic 

Bazaar has lost previous function in our cities.  Considering numerous problems related to the old textures, 

sustainable development can be mentioned as the most efficient approach to avoid consequent shortcomings. 
This research is applied. Also, method of research is "descriptive – analytical", and data collection method is 

"document –field". The data are generally gathered from academic centre libraries like universities, 

organizations, institutes and research centers such as management and planning organization and internet, 

official statistics and censuses, urban development plans by consulting engineers, and so on. Statistic society is 

citizens and city of Borujerd. At first by presentation of theoretical framework and by using models such as 

SWOT technique. After that was used from GIS software. 
 

KEY WORD: bazaar, spatial spaces, SWOT technique, borujerd city 

 

I. INTRODUCTION 
 Bazaar is a permanent merchandizing area, marketplace, or street of shops where goods and services 

are exchanged or sold. Originating from ancient Islamic civilizations, the bazaar is the precursor for the modern 

day supermarket, flea-market, and shopping mall, and has had a great influence on the economic development 

and centralization in modern cities around the world.The bazaar first appeared along the important trade routes. 

The constant flow of foreign and exotic goods, along with travelers, gave rise to systems of haggling and trade 

within the cities themselves. Special areas of cities were eventually designated as areas of trade, and the first 

bazaars were established. Bazaars rapidly became areas not just for the trading of goods, but were often the 

social, religious, and financial centers of cities. With their continuing connection to the religious aspects of life 

through the presence of mosques in the close vicinity, and their attraction to tourists, bazaars have retained more 

of a historical and local identity than the Western mall. The bazaar has a long history and has served all 
segments of society well; it continues to develop and modernize externally, retaining its internal character and 

purpose, it maintains its place in modern society (Moshaver zadeh, 2009:9).The word bazaar derives from the 

Persian word bāzār, the etymology of which goes back to the Pahlavi word baha-char meaning "the place of 

prices". During the time of the Crusades, when Europe and the Middle East had their first major encounters and 

cultural dissemination took place, the word was assimilated into Italian as bazzara, before being transferred to 

English in its current form, bazaar. While currently the word is most often used to denote outdoor shopping 

areas, particularly those of Islamic origins, the word is sometimes used loosely to refer to such places and events 

as flea markets or swap-meets (Azizi, 2009:89). 
 

II. THEORETICAL PRINCIPLE 
 The bazaar first appeared in the Middle East, around the fourth century. At the time, the area was often 

at the axis of many important trade routes, which helped establish cities and ports. A constant flow of foreign 

and exotic goods, along with travelers, gave rise to systems of haggling and trade within the cities themselves. 

Special areas of cities were eventually designated as areas of trade, and the first bazaars were established. A 

strong economy has always been an Islamic ideal, so the bazaars were incorporated and actively fostered when 

the Islamic conquest swept over the region (Ziari, 2008:90). 

http://www.newworldencyclopedia.org/entry/Islam
http://www.newworldencyclopedia.org/entry/Civilization
http://www.newworldencyclopedia.org/entry/Supermarket
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A bazaar, meaning "market"; from Middle Persian (bahā-chār), meaning "place of prices")   is a permanent 

enclosed merchandising area, marketplace, or street of shops where goods and services are exchanged or sold. 
(A souq, by contrast, is an open-air marketplace or commercial quarter.) The term is sometimes also used to 

refer to the "network of merchants, bankers, and craftsmen" who works that area (Baqerian, 2009:34). Although 

the current meaning of the word is believed to have originated in Persia, its use has spread and now has been 

accepted into the vernacular in countries around the world. The rise of large bazaars and stock trading centers in 

the Muslim World allowed the creation of new capitals and eventually new empires. New and wealthy cities 

such as Isfahan, Golconda, Samarkand, Cairo, Baghdad, and Timbuktu were founded along trade routes and 

bazaars ( Nouri ,2008 :82 ). 

 Bazaars became areas not just for the trading of goods, but were often the social, religious, and 
financial centers of cities. Mosques and coffee shops were often incorporated into established bazaars, as were 

forms of street entertainment. The idea of a bazaar was carried along trade routes, to east in areas of modern day 

Afghanistan, Pakistan, India and certain areas in South-East Asia, North to modern day Turkey, Hungary and 

sporadically into areas of Central Asia. However, the major world bazaars continued to be found in Middle 

Eastern states, as they still are today (Bernroider,2002 :12) .Many languages have names for this concept, 

including Arabic and Urdu: Albanian, Bosnian and Turkish: pazar, Bengali: Bulgarian and Macedonian: пазар, 

Cypriot Greek: pantopoula, Greek: Hindi: Hungarian: vásár (term originates from Persian influence around the 

7th-8th century and means a regular market, but special occasion markets also exist, such as Karácsonyi Vásár 

or "Christmas Market", and bazár or Oriental-style market or shop, the term stemming from Turkish influence 

around the 16th-17th century), Indonesian and Malay: pasar, Polish: bazar, Russian: базар and Uzbek: bozor 

(Navabakhsh ,2008 :51) .In North America and the United Kingdom, the term can be used as a synonym for a 
"rummage sale", to describe charity fundraising events held by churches or other community organizations in 

which either donated used goods (such as books, clothes, and household items) or new and handcrafted (or 

home-baked) goods are sold for low prices, as at a church or other organization's Christmas bazaar, for example 

(Mahdizadeh ,2003 :32) . 

III. RESEARCH METHOD 

 This research is applied. Also, method of research is "descriptive – analytical", and data collection 

method is "document –field". The data are generally gathered from academic centre libraries like universities, 

organizations, institutes and research centers such as management and planning organization and internet, 

official statistics and censuses, urban development plans by consulting engineers, and so on. Statistic society is 

citizens and city of Borujerd. At first by presentation of theoretical framework and by using models such as 

SWOT technique. After that was used from GIS software. 

 

Studied area :The studied area is 17 of Borugerd district. Borujerd is a city in and capital of Borujerd County, 

Lorestan Province in western Iran. At the 2006 census, its population was 227,547 in 59,388 families. Among 

the existing modern cities in Iran, Borujerd is one of the oldest reported at least since the 9th century. In 

Sassanid Empire, Borujerd was a small town and region neighboring Nahavand. Gaining more attention during 

Great Seljuk Empire in the 9th and 10th centuries, Borujerd stood as an industrial, commercial and strategic city 
in Zagros Mountains until the 20th century. In its golden ages, Borujerd was selected as the state capital of 

Lorestan and Khuzestan region during Qajar dynasty in the 18th and 19th centuries.Today, Borujerd is the 

second largest city of Lorestan; hence, the major industrial, tourist and cultural center of the region. The city has 

kept its old architecture and lifestyle mostly through mosques, bazaars and houses built in the Qajar 

era.Borujerd city is located approximately 1670 meters above sea level and has a moderate climate with cold 

winters. The highest point is Garrin Mountain 3623 m above sea level and the lowest area is Gel Rood River in 

South with 1400 m elevation. Borujerd Township has 2600 km² area with approximately 400,000 inhabitants 

distributed in the city of Oshtorinan and more than 180 villages.Borujerd is located on Silakhor Plain which is 

the largest agricultural land of Lorestan. The high-elevated Zagros Mountains surround it from South East to 

North West and the peaks are covered with snow most of the times. Rural people work in farms or keep their 

domestic animals. Other people work in governmental offices, armed forces, factories or small local businesses. 
The feet of Zagros Mountains is a great destination for nomads and many Lurs and Bakhtiari nomads move 

there in summer. The area is paved with highways and is a crossroad between Tehran and Khuzestan Province 

as well as Isfahan Province and Kermanshah Province. 
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 Figure 1: studied area (Borujerd Bazaar)  

 

IV. FINDINGS RESEARCH 

 According to mentioned explanation, for analyzing data was used GIS. So has been explained in 

continue.  

 

5.1. Physical analyzed in Bazaar   

5.1.1. Land-uses area : Based on results, the residential land –use has been the most land –use in studied area 

(27%). On the other hand the religious and cultural land-uses have been the least area (1.3%, 1.2%). One of 

weakness of historic fabric was the lake of cultural land-use due to one of the main indicators of Bazaar in 

Islamic country such as Iran. Mosque was important building in Bazaar. On the other hand cultural land-use is 

importance because historic fabric attract tourism industry . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figue2: exited land-uses plan   
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Table 1: the area of land-uses ( m
2
)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: the percentage of land-uses 

5.1.2. Antiquity of building   

According to analyzed studied, 61% of building were 10-25 years. Also 30% of buildings were more than 30 

years. So, 91% of buildings were outdated. Also, 9% of buildings were 6-10 years.  

Land use  Area ( m
2
) Percentage  

residential 3786 27 

Commercial  3237 23 

parking 806 5.7 

education 800 5.7 

Administrative  905 6.4 

hygienic 405 2.7 

cultural 241 1.3 

Tourism  1436 11 

Religious  215 1.2 

Parks  2140 16 
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Figure 4: building antiquity of Bazaar plan  

 

 

 

 

 

 

Table2: percentage of building antiquity 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 5: Antiquity of building   

 

 

building antiquity Area (m
2
) Percentage  

6-10 years 1005 9 

10-25 years 10886 61 

More than 25 years  4675 30 
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5.1.3. Material of building   

 Nearly 48% of buildings have been consisted break & iron. Also, 6.4% of building have been consisted 

Concrete. On the other hand, 13% buildings have been consisted of from unstable materials such as: wood. 

Thus, should be regarded to material in old fabric.  

  

 

 

 

 

 
 

  

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 6: building materials plan  

 

 

 

 

 

 

 

 

Table3: building materials (percentage %)  

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 7: building materials 

Materials  Area (m
2
) Percentage  

Break-iron 6575 48 

Break-wood  728 9.6 

Concrete 1437 6.4 

Metal  1668 22.5 

Wood  1375 12.9  
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5.1.4. Building quality  

 In studied area, 9% of buildings is making now (newly building).  61 % of building had been tenability. 

But 6% of them were old and destruction. Although, 61% of them were tenability, but new and modern 

buildings were low. This issue didn't appropriate for important fabric in city .    

 

 
 

  

 

 

 

 

Table3 Building quality (percentage %) 
 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 8: building materials 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 9: Buildings quality plan  

  

Building quality Area (m
2
) Percentage 

Old 1648 6.8 

Tenability 10886 61.3 

destruction 1217 6.8 

New 1005 9 
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V. Codification of goals, strategies policies implementation 

 After analyzing data that was used from GIS software, was planned in order to improving physical 

quality of borujerd bazaar. So, were codified strategies and goals in order to improving bazaar condition.  

 

Table 4 : urban problems in bazaar  

6.1. Codification of goals from problems  

One of the main steps in urban planning, determining of problems. Also, after that determine goals based on 

problems. Table 5 shows classification of macro & micro goals according to problems.  

 

Table 5: determining of goals from problems 

Problems   Micro problems  

P
h

y
sic

a
l &

 so
c
ia

l p
r
o
b

le
m

s in
 o

ld
 

fa
b

r
ic 

 

 

- there is informal construction in studied area    

- there isn’t harmonic development in studied area   

- there is traffic problem in center of city due to bazaar location  

- there isn’t parking in appropriate location  

- there is administrative centers in studied area  
- there isn’t urban services and necessary per capita  

-  there is narrow walkway and parking problems  

- there isn’t appropriate cover walkway  

- there isn’t appropriate urban landscape  

- there is social , environmental , viewpoint in neighborhood   

- there is inappropriate jobs around bazaar 

-  inappropriate landscape in urban fabric in nearly land-uses  

  

Total Macro goals Micro goals 

 

Updating old fabric 

 

- improving urban viewpoint quality 
-  preserving  of liveability in public urban space 
- strengthening of urban spaces  
- creating of security in neighborhood  
- creating  new construction  
- creating appropriate complex between new and old land-uses  
- improving new development according to old indicators 

- design based on natural disasters  

 
Preservation of old 
fabric as social & 

cultural welfare by 
emphasis on historic role   

 

 
- increasing resident participant and local organization 
- decreasing crime in old fabric  
- renovation social , historic , cultural in old fabric  
- preserving of population structure & improving  life quality  

 

 
Renovation of historic 

identity  

 

- Preserving indicators and value of old fabric  
- updating old building  
- renovation of valuable spaces  

Improving transport 
system in old fabric   

 

- improving transport network  
- preventing from crowded area  

 

 
Improving urban 
facilities and equipment  

 

 
- creating safe environmental 
- using from modern services  
- improving water surface   
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SWOT technique  :After analyzing of Tehran green spaces development was evaluated strategies by using 

SWOT technique. SWOT analysis (alternately SWOT Matrix) is a structured planning method used to evaluate 
the Strengths, Weaknesses, Opportunities, and Threats involved in a project or in a business venture. A SWOT 

analysis can be carried out for a product, place or person. It involves specifying the objective of the business 

venture or project and identifying the internal and external factors that are favorable and unfavorable to achieve 

that objective. The technique is credited to Albert Humphrey, who led a convention at the Stanford Research 

Institute (now SRI International) in the 1960s and 1970s using data from Fortune 500 companies.  

Setting the objective should be done after the SWOT analysis has been performed. This would allow achievable 

goals or objectives to be set for the organization. 

 Strengths: characteristics of the business, or project team that give it an advantage over others 

 Weaknesses: are characteristics that place the team at a disadvantage relative to others 

 Opportunities: external chances to improve performance (e.g. make greater profits) in the environment 

 Threats: external elements in the environment that could cause trouble for the business or project 

 

Identification of SWOT is essential because subsequent steps in the process of planning for achievement of the 

selected objective may be derived from the SWOT.First, the decision makers have to determine whether the 

objective is attainable, given the SWOT. If the objective is NOT attainable a different objective must be selected 

and the process repeated.Users of SWOT analysis need to ask and answer questions that generate meaningful 

information for each category (strengths, weaknesses, opportunities, and threats) in order to maximize the 

benefits of this evaluation and find their competitive advantage ( Golkar , 2006 :89) . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (11): SWOT graph 
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Table 6: SWOT table of Bazaar  
 

VI. STRATEGIES 

 In this research, was presented some strategies in order to improving urban life quality. On the other 

hand, old fabric in historic cities has special condition. Thus, could be improved urban life condition in current 
cities. The strategies are: 

[1] Respect to fabric identity 

[2] Regards, to local condition of studied area  

[3] Reformation transfer spaces  

[4] Improving parks and urban green spaces  

[5] Making eligibility of old fabric and urban spaces  

[6] Controlling terrific 

[7] Creating various land-uses in old fabric  

[8] Creating focal points in order to improving urban landscape  

[9] Connection indicators element trough view corridors  

 

VII. RESULTS 

 Considering numerous problems related to the old textures, sustainable development can 

be mentioned as the most efficient approach to avoid consequent shortcomings. Fabric in 

borujerd, a city in the western part of Iran. By observing the social, economic, and environmental characteristics 

in the studied region, and by interviewing the residents in borujerd ‘s old textures, the SWOT analysis, the 

analysis of strengths, weaknesses, opportunities and threats using qualitative method, was adopted in order to 

detect the old textures. In this paper, efforts have been made to analyze the renovation of old urban textures as 

having in mind the sustainable development. To organize the old textures in borujerd, the SWOT type strategy 

was adopted from diverse strategies in this paper. The mentioned strategy mainly focuses on the internal 

strengths in order to eliminate the external threats. So, at finally some implementation policies are proposed.  

Opportunities Threats Weaknesses Strengths 
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functional points 

in order to 

presenting to 

urban services  

- utilization of city 
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natural condition , 

such as : other old 

cities   

 

 

 

 

 

- Unruly 

construction in 

old fabric  

- there is destroy 

fabric in studied 
area 

- there isn’t 

harmonic 

development in 

studied area 

-  there is traffic 

problem in center 

of city due to 

bazaar location  

- there is 

administrative 
centers in studied 

area 

- there is lack of 

urban services  

   

 

 

 

-there isn’t 
parking in 

appropriate 

location  

- there isn’t edge 

of valuable & 

proportion spatial 

- there is unstable 

building  

- there isn’t 

appropriate access  

To houses   

 

 

- there is residential 

land-uses as the most 
area land-uses 

- appropriate 

composition of 

functional in studied 

area  

- there is participant 

residents in urban issues 

- there is important 

spaces in order to 

liveability in 

neighborhood   
- there is indicators of 

eligibility in studied 

fabric   
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They are:  

- Renovation old bazaar in order to improving fabric quality  

- Strengthening access axis in order to improving urban life quality  

- Creating complex functional land-uses in studied area  

- Gradation of environmental quantity & quality values in order to improving physical quality 

- Improving transfer axis in old fabric in order to preserving crowded area  
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ABSTRACT : In the present study different correlations were used to validate the experimental California 
Bearing Ratio (CBR) values with predicted values proposed by different investigators. For the present study, 17 

samples were collected at different intervals of sub grade soil samples from Modjo to Hawassa, in Ethiopia. 

From the collected samples, the basic index properties like Liquid Limit (LL), Plastic Limit (PL), Shrinkage 

Limit (SL), Sieve Analysis, Optimum Moisture Content (OMC) and Maximum Dry Density (MDD) have been 

evaluated in the laboratory. Finally, the experimental results are validated with the predicted results of CBR. 

All most all the correlations are slightly validating with the experimental results except Agarwal & Ghanekar 

[1], Vinod & Cletus [2] and NCHRP [3].  

Keywords - CBR value, correlation, pavement design, index properties  

I. INTRODUCTION  
Soil characterization plays a vital role in early stages of planning and design of an infrastructure 

projects such as highways, airports, seaports and railways etc., due to the fact that faulty information about the 

ground characterization can result in high cost and damage to the structures. Most of the pavement design 

guidelines are based on the assumption that aggregates are important ingredients of pavement structures. 

However, the availability of good quality aggregates may be a constraint in many instances in the construction. 

Collection and transport of good quality aggregates from long distances to the construction site may not be 

economically feasible. Due to the excessive investment and maintenance cost, researchers are striving to 

introduce appropriate design methods and building materials for cost effective infrastructure development. 

Sometimes soil characteristics can be improved by the locally available admixtures such as lime, cement, fly 

ash, stone dust, bitumen, recycled aggregate, glass powder and chemical admixtures so as to meet the design 

requirements of the intended project. In the recent past, the developed and developing countries are giving 

priority for development of  transport facility so as to have effective connectivity for transporting passengers, 

goods and other important items for livelihood. Development of road network is regarded as an index of 

economic, social and commercial progress of a particular country. No region or country can flourish/progress, if 

it lacks adequate transport facilities and mainly in road network. Highways are the major infrastructures used for 

transport purpose. Sustainable and cost effective highway construction can be achieved with the help of exact 

soil sub grade information. In the design of highway pavement, the California Bearing Ratio (CBR) value can be 

treated as important parameter in the strength assessment of the pavement sub grade. CBR value can be 

measured directly from the laboratory CBR test. Decision making of proper CBR value to be chosen in the 

design is always a problem for highway design engineers. CBR value can be affected by the type of soil and 

different soil index properties. In the present paper, an attempt is made to bring up the correlations of CBR with 
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soil index properties. These types of correlations can help the designer to choose appropriate CBR value and 

cross verify the CBR value obtained from the laboratory testing. Along with the soil test data, some of the 

existing correlations are made use for further improvement of the correlations. Existing correlations for CBR are 

made use to validate the laboratory CBR values. The existing correlations for CBR were developed based on the 

soil parameters such as liquid limit, plasticity index and OMC by Venkatraman et al. [4], Karunaprema and 

Edirisinghe [5]. 

 

Agarwal and Ghanekar [1] developed a correlation between CBR values with the basic index properties such 

as Liquid Limit (LL) and Plasticity Index (PI). However, it is felt that exact information about soil LL and PI are 

essential to make use of the correlations for prediction of CBR. Further for prediction of CBR of a soil, they 

made a correlation between CBR, OMC and LL also was proposed. Instead, finally they found an improved 
correlation when they included the optimum moisture content and liquid limit. The correlation is defined as 

below.  

                                                                                          …………… (1) 

Where OMC = Optimum Moisture Content and LL = Liquid Limit. 

 

Vinod and Cletus [2] had proposed a correlation based on liquid limit and gradation characteristics of soils. 
Based on the result obtained from experimental study on lateritic soils, they suggested a correlation as defined 

below. 

                                                                                                   …………… (2) 

 

Where WLM is modified Liquid Limit and is given by 

 

                                                                                                                         …………… (3) 

 

 

Where LL is liquid limit on soil passing through 425 μm sieve (in percentage) and C is the fraction of soil 

coarser than 425 μm (percent). 

 

Patel and Desai [6] had proposed a correlation between plasticity index, maximum dry density and optimum 
moisture content. 

 

                                                  …………… (4) 

 

Where, MDD is Maximum Dry Density in gm/cc, PI is Plasticity Index in percentage and OMC is Optimum 

Moisture Content in percentage.  

Roy et al [7] proposed a method for predicting the value of CBR in terms of the optimum moisture content and 
maximum dry density of a soil. The following relationship as mentioned below 

 

                                                                                           …………… (5) 
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Where, γdmax or MDD = Maximum Dry Density and γw is unit weight of water. Both are in same units (i.e., 

gm/cc). 

Patel and Desai [6] had proposed few correlations for alluvial soils to obtain the CBR value from liquid and 

plastic limit. The equation for CBR as a function of different soil properties by method of regression analysis 

has been established. The correlations are experienced using basic soil properties for no if samples at 100 m 
interval and it was checked by few test results obtained CBR values.  The correlations are defined below. 

 

                                                                                              …………… 

(6) 

 

 

                                                                                       …………… (7) 

 

Where, CBR is California bearing ratio, LL is liquid limit and PL is plastic limit.  

The National Co-operative Highway Research Program (NCHRP) [3] of United States of America (USA) 
through the “Guide for Mechanical - Empirical Design of New and Rehabilitated Pavement Structures” had 

been developed some correlations that clearly describes the relationship between soil index properties and CBR 

values. An equation was established for soils which contain 12% fines and exhibit some plasticity. For plastic, 

fine-grained soils, the soil index properties chosen to correlate CBR are the percentage passing No. 200 US 

standard sieve or 0.075mm size sieve and plasticity index. The suggested equation by NCHRP is shown below. 

 

                                                                                                                          …………… (8) 

Where w is percentage passing No. 200 US sieve (in decimal) and PI is Plasticity Index. 

 

II. EXPERIMENTAL PROGRAM 

The soil samples were collected from 17 different points at each interval of 5m over a longitudinal 
stretch of 100m of existing sub grade soils between Modzo to Hawassa road, in Ethiopia. These samples were 

collected and preserved in air tight containers in the laboratory. The selected soil samples were tested for CBR 

value, optimum moisture content, maximum dry density, particle size distribution (or) grain size distribution, 

liquid limit, plastic limit, plasticity index and shrinkage limit. These tests were performed according to 

American Association of State Highway and Transportation Officials (AASHTO) soil code specifications. 

Almost all the soils are light brown to brown sandy clayey with little gravel. The index properties of soil 

samples are tabulated in Table 1. The comparison of CBR values predicted from different investigators with 

experimental values has done.  

Table 1. Laboratory index properties of materials 

S.No LL PL PI 
OMC 

(%) 

MDD 

(gm/cc) 

CBR 

(%) 

1 55 26 29 20.0 1.633 2 

2 44 25 19 15.0 1.764 5 

3 29 20 9 10.0 1.958 21 

4 45 29 16 21.0 1.556 4 

5 46 31 15 22.5 1.512 3 
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6 41 24 17 19.0 1.690 4 

7 26 18 8 14.0 1.779 10 

8 25 22 3 17.5 1.595 18 

9 35 27 8 17.0 1.560 9 

10 36 30 6 25.0 1.537 8 

11 35 32 3 17.0 1.322 18 

12 23 21 2 12.0 1.847 7 

13 38 30 8 17.0 1.389 4 

14 40 30 10 19.0 1.674 9 

15 38 35 3 10.0 1.650 18 

16 56 43 13 19.5 1.066 17 

17 31 25 6 15.0 1.635 8 

 

III. RESULTS AND DISCUSSIONS 

Various investigators have been made to develop suitable correlation between CBR values of 

compacted soils at optimum moisture content and results of some simple field tests. The CBR values are then 

evaluated from available correlations given by Agarwal and Ghanekar [1] (Eqn. 1), Vinod and Cletus [2] (Eqn. 
2), Patel and Desai [6] (Eqn. 4), Roy et al [7] (Eqn. 5), Patel and Desai [6] (Eqn. 6 and 7) and NCHRP [3] (Eqn. 

8). From different investigators, the predicted CBR values were then compared with experimental values 

reported in Table 1. The predicted values of various equations with experimental values are tabulated in Table 2. 

The values are further plotted in Fig. 1.  

Table 2. Experimental and Predicted Values of CBR 

S.No 

Predicted 

CBR values 

(Vinod and 

Cletus) 

Predicted 

CBR values 

(Patel and 

Desai) -1 

Predicted 

CBR 

values 

(Roy et 

al) 

Predicted 

CBR 

values 

(Patel and 

Desai) - 2 

Predicted 

CBR values 

(Patel and 

Desai) - 3 

 

Predicted 

CBR 

values 

(NCHRP) 

Experimen

tal  Values 

of CBR 

1 7.477 4.380 3.329 6.245 2.414 5.244 2 

2 10.411 4.390 2.697 6.579 2.769 8.441 5 

3 39.170 3.217 1.995 6.485 3.424 39.117 21 

4 14.812 6.727 3.3308 7.138 2.553 9.122 4 

5 9.629 7.184 3.467 7.395 2.431 7.790 3 

6 13.540 4.732 3.273 6.560 2.900 7.474 4 

7 28.742 5.439 2.538 6.315 3.602 20.713 10 

8 27.836 8.282 2.845 6.962 3.442 44.146 18 

9 23.213 8.628 2.703 7.276 2.927 18.352 9 

10 16.812 6.781 3.916 7.685 2.758 18.286 8 

11 33.792 13.563 2.290 8.030 2.692 48.512 18 

12 36.005 5.337 2.259 6.899 3.545 53.835 7 

13 22.306 11.839 2.407 7.597 2.702 19.461 4 

14 15.034 5.685 3.242 7.509 2.646 14.564 9 

15 35.143 9.56 1.681 8.351 2.467 54.693 18 

16 28.191 16.670 2.118 8.765 1.587 21.095 17 

17 31.285 8.022 2.5 7.151 3.133 31.279 8 
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From the previous investigators, it has been concluded that few relationships made by basic index 
properties of soil samples are matching with the laboratory test values. But the reliability of the predicted CBR 

values basically depends on the input parameters which we used in substituting already developed correlations 

by different investigators. The parameters such as Liquid Limit, Plasticity Index, Optimum Moisture Content, 

Maximum Dry Density and particle size or grain size values are playing vital role in predicted CBR value 

proposed by different investigators.  

 

 
 

Fig. 1. Comparison of Experimental and Predicted CBR values by different investigators 

Fig. 1 shows the comparison of predicted and experimental CBR values suggested by different 
investigators. From the above figure it is clearly observed that the predicted value of CBR from Vinod and 

Cletus [2] shows wide range of divergence from all other equations of the soils reported in Table 1. Almost all 

the equations are validating the predicted values with obtained experimental values. The predicted value of CBR 

from Vinod and Cletus [2] showing very high values of CBR compared with obtained experimental CBR. The 

remaining all investigators proposed equations are in moderate range of predicted CBR values as compared to 

experimental CBR. From the above figure it is clearly seen that the points of predicted and experimental CBR 

values are merging together (i.e., the values of experimental and predicted values are almost similar) except 

CBR values from Vinod and Cletus and NCHRP [3].   
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Fig. 2. Comparison of Experimental and Predicted values of CBR from Vinod and Cletus. 

Fig. 2 shows the validation of CBR values between experimental and predicted from Vinod and Cletus. The 

values are not at all showing the similarity between experimental and predicted CBR. This may be due the 

variation of basic index properties for different soils such as liquid limit and percentage fractions coarser than 

425 μm. The values compared to the experimental CBR and predicted CBR values from Vinod and Cletus [2] 

are very higher. 

 

Fig. 3. Comparison of Experimental and Predicted values of CBR from Patel and Desai -1. 

Fig. 3 shows the validation of experimental and predicted values of CBR from Patel and Desai [6] - 1. From the 

figure it is observed that the predicted CBR values are initially stated high and finally it is almost matching and 

moving together. The ranges of index properties such as plasticity index, optimum moisture content and 

maximum dry densities for the soils which we considered for laboratory testing is almost similar with 

investigated correlation ranges.  

 

Fig. 4. Comparison of Experimental and Predicted values of CBR from Roy et al. 

Fig. 4 shows the validation of experimental and predicted values of CBR from Roy et al [7] From the figure it is 

seen that the predicted value of CBR is initially more than experimental values. This may be due to the variation 

in parameters such as maximum dry density, unit weight and optimum moisture content. At sample number 4, 5 

and 6 are matching the experimental and predicted CBR values. But there is no proper trend between the 
experimental and predicted CBR values.  
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Fig. 5. Comparison of Experimental and Predicted values of CBR from Patel and Desai -2. 

Fig. 5 shows the validation of experimental and predicted values of CBR from Patel and Desai [6] - 2. From the 
figure the values of predicted CBR is initially more than experimental CBR value. The values are matching with 

at sample number 10, 12 and 17. But it is not at all showing the similarity or proper trend along with the 

experimental data. This may be due to the variation of properties such as liquid and plastic limits of various soil 

samples. 

 

Fig. 6. Comparison of Experimental and Predicted values of CBR from Patel and Desai -3. 

Fig. 6 shows the validation of experimental and predicted values of CBR from Patel and Desai [6] -3. From the 

figure, it is observed that the predicted values are not matching with the experimental values. At initial sample 

the experimental value of CBR coincide with the predicted value from Patel and Desai [6] - 3. The experimental 

values are higher than predicted values.  This may be the variation in liquid and plastic limits of various soil 

samples. But finally, it is not following the trend as with the experimental value.  
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Fig. 7. Comparison of Experimental and Predicted values of CBR from NCHRP. 

Fig. 7 shows the variation of experimental and predicted values of CBR from NCHRP [3] . From the figure it is 
clearly observed that almost both the values are following the trend but those values are not exactly matching 

together. The predicted values are little higher than the experimental values. Finally proper trend of the curve is 

following with slight deviation in predicted values.  

 

IV. CONCLUSION  

Experimental values of 17 samples of various index properties are given as input to validate the 

equations with predicted CBR values. Several tests have been conducted to measure the CBR and index 
properties of soils were performed. Finally few conclusions were brought out.  
 

1) The results obtained from Agarwal and Ghanekar [1] has no way matching with the experimental as 

well predicted CBR values. 

2) All most all the equations are moderately validating with different samples with the experimental 
values with predicted values of CBR except Vinod and Cletus [2]. 

3) From NCHRP [3] , the experimental and predicted values are following the trend but the values are not 
matching exactly.  
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ABSTRACT: The most common computer authentication method is to use alphanumerical usernames and 

passwords. This method has been shown to have significant drawbacks. For example, users tend to pick pass-

words that can be easily guessed. On the other hand, if a password is hard to guess, then it is often hard to re-

member. In the developing world of technologies, Security breaching has become more popular. The more and 

more amount of data being stored in the networks, the more security is needed. On the other side of world, there 

arises a community called "Hackers"- a person who involves most of his time in breaking the security. They find 

the vulnerabilities, break your password, and try to steal the information in your database. The main idea of this 

“Image Password” is an authentication technique based on pictures as a possible solution to the most impor-

tant problems concerning traditional passwords. The concept is having unique sequence of pictures for a user, 

by this way the attacker will not be aware of what the password is. This work brings together the technical 
(crypto logical) and non-technical (psychological) awareness into the research on passwords. Security issues of 

any authentication mechanism (relying on knowledge) should not be considered without analysis of the human 

factor − since the users‟ human nature was identified as a source of major weaknesses of conventional authen-

tication. The “Image Passwords” brings out statistically significant superiority of picture passwords over al-

phanumerical. There is a resistance to „key logging‟ and „mouse tracking‟. This method guarantees that users 

choose dissimilar, personalized and cryptographically strong graphical passwords. 

 

KEYWORDS: Security, Image, Password, Picture passwords, graphical password, web authentication, 

browser password. 

 

I. INTRODUCTION 
According to recent reports, many researches and statistics from real systems, there are many vulnera-

bilities and threats typical of alphanumerical passwords. As usual, the users are „the weakest link in the security 

chain‟. One of the major problems is the difficulty of remembering passwords, the other, ignoring security re-

quirements. Users tend to create either too short passwords or passwords that though long enough are easy to 

guess. There is an informal rule stating that passwords easy to remember, are mostly also easy to break. Accord-

ing to Schneier [1], passwords‟ length distribution based on 34,000 users shows that 65% of passwords have 

only up to 8 characters and almost 95% up to 10 characters. Other research [2] shows that only 17% of the in-

quired IT professionals use complex passwords (including letters, numbers and symbols) and 72% stated that 

they almost never or never change their access codes. 52% of professional users tend to share their passwords 

and 65% of them have only one or two passwords to access the majority of services. A study of information 

contained within the passwords [3] shows that 66% of users‟ passwords are designed making use of personal 

characteristics thereof, where 32% contained names of people, places or things. The common constructions in-

volve full information in the passwords – 75%, partial – 13.5%, or combined – 7.5%. Almost all respondents 
reuse passwords – on average 4.45 passwords are used in 8.18 systems. On the other hand, strong passwords 

imposed on users bring no solution as well – people cannot and/or would not remember strong passwords and 

write them down instead. According to [4] we can say: there will be either about 80% remembered but weak 

passwords (created by users) or 80% strong passwords (generated by the system) but written down. Many alter-

native authentication solutions have been invented and developed to ensure the proper security level – in order 

to avoid weaknesses of traditional methods. One group of techniques (involving a physical factor in the authen-

tication process – „something you have‟) focuses on utilizing all kinds of tokens, one-time passwords, magnetic 

stripes and proximity cards, iButtons, cryptographic cards, etc. The other kind of research makes use of methods 
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(called „something you are‟) based on biometric information like fingerprints, voiceprints, the patterns of blood 

vessels on the eye retina, the topography of the eye iris, the geometry of the hand, facial patterns, DNA codes or 

even thoughts (cerebral waves).  

 

However, all of the aforementioned solutions have two significant disadvantages. First, they may be-

come unacceptably expensive when a large number of users are involved. Second, access to the system is 
strongly dependent on the suitable interfaces – which makes such methods comparatively less universal (in the 

context of mobility) and in some cases, impossible to use. Additionally, biometrics is extremely vulnerable to a 

replay attack – the personal information is hard to hide (face, fingerprints) and cannot be changed. In the past 

few years we have been observing a growing interest in graphical authentication techniques – those of know-

ledge-based methods, which include graphical aspect(s) in the authentication process. There are a few distinct 

grounds, which aroused the interest in graphical techniques. There are methods particularly useful for mobile 

devices and/or systems that have no keyboards, methods resistant to shoulder-surfing attacks (enabling to log in 

„in the crowd‟), there are also advantages coming from resistance to malicious software (malware). Notwith-

standing, the leading inclination is still to construct a system, which will prevent from choosing trivial pass-

words and which will allow to remember passwords with the cryptographically proper length. 

 

II. BACKGROUND 

Alpha-numeric passwords were first introduced in the 1960s as a solution to security issues that became 

evident as the first multi-user operating systems were being developed. As the name indicates, an alpha-numeric 

password is simply a string of letters and digits. Although almost any string can serve as a password, these 

passwords only offer good security as long as they are complicated enough so that they cannot be deduced or 

guessed. Commonly used guidelines for alpha-numeric passwords are: 

 

1) The password should be at least 8 characters long. 

2) The password should not be easy to relate to the user (e.g., last name, birth date). 

3) The password should not be a word that can be found in a dictionary or public directory. 
4) Ideally, the user should combine upper and lower case letters and digits. 

 

Since the best password would be a completely random one, people have devised ways to create pseu-

do-random passwords. One such method is to take a common word and perform certain actions on it. Using the 

word Dinosaur as an example, users often create passwords such as DiNoSaUr (by alternating upper and lower 

case), rUaSoNiD (by reversing the string), oSNaiUDr (by shuffling the string), D9n6s7u3 (combining numbers 

and letters). However, the better the password is, the harder it is to remember. 

 

 Another drawback of alpha-numeric password is the dictionary attack. Because of the difficulty in re-

membering random strings of characters, most users tend to choose a common word, or a name. Unfortunately, 

there are several tools that allow an individual to crack passwords by automatically testing all the words that 
occur in dictionaries or public directories. This attack will usually not uncover the password of a predetermined 

user; but studies have shown that this attack is usually successful in finding valid passwords of some users of a 

given system. 

 

Because human beings live and interact in an environment where the sense of sight is predominant for 

most activities, our brains are capable of processing and storing large amounts of graphical information with 

ease. While we may find it very hard to remember a string of fifty characters, we are able easily to remember 

faces of people, places we visited, and things we have seen. These graphical data represent millions of bytes of 

information and thus provide large password spaces. Thus, graphical password schemes provide a way of mak-

ing more human-friendly passwords while increasing the level of security. 

 

Dictionary attacks are infeasible, partly because of the large password space, but mainly because there 
are no pre-existing searchable dictionaries for graphical information. It is also difficult to devise automated at-

tacks. Whereas we can recognize a person's face in less than a second, computers spend a considerable amount 

of time processing millions of bytes of information regardless of whether the image is a face, a landscape, or a 

meaningless shape. 

 

III. PROPOSED IDEA 

The idea is implemented for web service. Each user will have unique set of pictures, where user will 

select a unique sequence in selecting the order of the password. 
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Modules:  

1. Creation of User account 

2. Uploading pictures/setting sequence 

3. Deploying in Web page 

 

Creation of User Account 

 

 
Fig 1: Flow of User account creation 

 

Process 

This module is the webpage where user will have the options to create a new user account. All manda-

tory questions will be included such as DOB, Age, Primary email address. Here the user will be specially asked 

to set a security question which will be the first phase of authentication. Next the user will be asked to upload 

images for the authentication. Once uploaded, the images will be scaled down to reduce the size. This will save 

the space required to store the images in the database. After setting up of picture sequence the password is now 

set. Now, when user logins, firstly the user will be interfaced to type in their mail id. Once typed, the page will 
fetch their secret question and display it. Once displayed, user will have to answer to that question, if answered 

rightly, the page will fetch respective user`s pictures and display them. Here user will have to drag the mouse 

and click the sequence. In order to escape from mouse tracing, or shoulder sniffing, each time the images are 

shuffled. The order is highlighted as a thin line around the picture box, which will not be visible to the person 

standing beside.  

 

Features 
Say the password is given wrongly for 3 times, a counter will be working behind to know the number of wrong 

attempts. If it exceeds, the page will send an SMS to the prescribed number and email id stating that there was 

exceeded number of try`s. Instead of security question, user can set mobile verification, where user will have to 

type the code that he receives in his mobile. The sequence and pictures can be changed. This method will not 
take much space of database, because, once the picture is uploaded, it is scaled down and reduced to lower size 

for storage efficiency. 

 

 
Fig 2: Flow of Login Process 
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This type of password is superior and safe, because the set of images is unique for each user. There are 

2 Gateways to enter into final page. The hacker to find the password, must first find a way to break the first 

gateway. 

Here brute force technique is difficult because, each user will have different set of images. So it is really hard to 

create a dictionary. No keylogging, because of images. 

Mouse tracking is impossible because the hacker should know what is there in the screen to get the mouse 
traces. 

Scope 

1. This type of authentication can be used in military purposes, where high amount of security is needed. 

2. To protect medical database. 

3. To protect confidential information. 

 

Advantages 

1. There are possibilities of significant enlargement of the picture passwords space. In the traditional 

passwords, the base does not exceed one hundred (b n – password space, b – base, n – password 

length). Picture passwords offer the password base up to ten times larger – technically, the only limita-

tion is the resolution of the screen. 

2. There is technical possibility to prevent users from choosing trivial passwords. Through the permuta-
tion of the set (only once – after the password creation) the users are forced to remember their pass-

words regarding only the meaning of elements and not the topological placement of elements (like row 

or column). 

3. It's possible to personalize the passwords, which can prevent from (common) dictionary attacks. After 

removing irregular elements and pairs from the set, chosen passwords will depend only on individual 

thoughts, associations with one‟s past and personal feelings – in contrast to the common language dic-

tionaries and attacks based on universal strings. 

4. There is a possibility to make the authentication process resistant to „key logging‟ and „mouse track-

ing‟. The first resistance is obvious (due to not using the keyboard). The second one is achieved (again) 

due to the permutation of the set. But in this case, the permutation table should be individual for each 

login name (and/or workstation). As a matter of fact the sequence of the screen coordinates (users‟ 
clicks) will be meaningless without the view of the screen. 

5. Sharing passwords with other users as well as noting them down or giving them away as a result of a 

social engineering attack are much more difficult. While traditional passwords can be easily written 

down or spelled out, giving a picture password out is very troublesome. The effect can be especially in-

tensive when the keypad consists of ambiguous symbols or symbols having similar names. 

6. Passwords incrementation effect (i.e. recurrent and obvious changes made to the passwords – e.g. 

change from “2nd*SIS#07” to “3rd*SIS#08”) can be neutralized. It is because there are no sequences 

or numbers when the keypad pictures were properly chosen (e.g. avoiding signs). Even when user 

changes only one element of the password - it is still hard to guess which one and which is the new 

one. Moreover, there is always a way of forcing   users to change their passwords              significantly 

by modifying (entirely or partially) the set of pictures. 

7. There is a possibility for undemanding and inexpensive implementation (in comparison to biometrics 
and cryptographic hardware). 

8. To prevent shoulder sniffing, each time the set of pictures displayed are shuffled. 

9. There are many prospective possibilities (manipulation of the pictures colours, meanings of the ele-

ments, personalizing passwords sets) of achieving even better memory abilities and/or constructing 

much stronger mnemonics. 

 

Disadvantages  

1. Graphical interface is required - which means that the graphical authentication methods will be less 

universal (in terms of mobility) and troublesome in implementation (in comparison to traditional pass-

words). 

2. We should not forget about visually impaired and blind people (who are using common internet servic-
es as well), for whom something like graphical authentication interface will be impassable or hard to 

get through. 

 

IV. IMPLEMENTATION 
The system is implemented using html with java and php, mysql as database. The snapshots shown be-

low explain the idea. 
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Fig 3: Login page – 1
st
 step 

This is the 1st page where user sees. When the user enters the mail id, the database fetches the secret 

question. When the user enters the correct answer for the secret question it fetches the user defined set of images 

 

 
Fig 4 
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Fig 5: Correct answer for Secret question 

 
  In the above image, we can notice that user has entered the correct answer for the secret question, so 

the page fetches the user defined images stored already and displays it. Now the user should select the sequence 

of the images for the correct password. 

 

 
Fig 6 
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Fig 7: Incorrect sequence of images 

 

In the above image we can notice that the user does not click the correct sequence of images, so it 
shows an error and the login is not successful. 

 

V. RESULTS AND DISCUSSIONS 

Is a graphical password as secure as textbased password? 

Very little research has been done to study the difficulty of cracking graphical passwords. Because 

graphical passwords are not widely used in practice, there is no report on real cases of breaking graphical pass-

words. Here we briefly exam some of the possible techniques for breaking graphical passwords and try to do a 

comparison with text-based passwords. 

 

Brute force search 

The main defense against brute force search is to have a sufficiently large password space. Text-based 

passwords have a password space of 94^N, where N is the length of the password, 94 is the number of printable 

characters excluding SPACE. Some graphical password techniques have been shown to provide a password 

space similar to or larger than that of text-based passwords. Recognition based graphical passwords tend to have 

smaller password spaces than the recall based methods. It is more difficult to carry out a brute force attack 

against graphical passwords than text-based passwords. The attack programs need to automatically generate 

accurate mouse motion to imitate human input, which is particularly difficult for recall based graphical pass-

words. Overall, we believe a graphical password is less vulnerable to brute force attacks than a text-based pass-

word. 

 

Dictionary attacks 
Since recognition based graphical passwords involve mouse input instead of keyboard input, it will be 

impractical to carry out dictionary attacks against this type of graphical passwords. For some recall based 

graphical passwords, it is possible to use a dictionary attack but an automated dictionary attack will be much 

more complex than a text based dictionary attack. Overall, we believe graphical passwords are less vulnerable to 

dictionary attacks than text-based passwords. 

 

 Spyware 

Key logging or key listening spyware cannot be used to break graphical passwords. It is not clear 

whether “mouse tracking” spyware will be an effective tool against graphical passwords. However, mouse mo-
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tion alone is not enough to break      graphical passwords. Such information has to be correlated with application 

information, such as window position and size, as well as timing information. 

 

 Shoulder surfing 

Like text based passwords, most of the graphical passwords are vulnerable to shoulder surfing. But 

since that the order in which the image is selected is shuffled, it is difficult for attacker to remember the se-
quence of the images in that short period of time. 

 

Social engineering 

Comparing to text based password, it is less convenient for a user to give away graphical passwords to 

another person. For example, it is very difficult to give away graphical passwords over the phone. Setting up a 

phishing web site to obtain graphical passwords would be more time consuming.  

Overall, we believe it is more difficult to break graphical passwords using the traditional attack methods like 

brute force search, dictionary attack, and spyware. There is a need for more in-depth research that investigates 

possible attack methods against graphical passwords. 

 

What are the major design and implementation issues of graphical passwords? 

Security 
 

In the above section, we have briefly examined the security issues with graphical passwords. 

Usability 

One of the main arguments for graphical passwords is that pictures are easier to remember than text 

strings. Preliminary user studies presented in some research papers seem to support this. However, current user 

studies are still very    limited, involving only a small number of users. We still do not have convincing evidence 

demonstrating that graphical passwords are easier to remember than text based passwords. A major complaint 

among the users of graphical passwords is that the password registration and log-in process take too long, espe-

cially in recognition-based approaches. For example, during the registration stage, a user has to pick images 

from a large set of selections. During authentication stage, a user has to scan many images to identify a few 

pass-images. Users may find this process long and tedious. Because of this and also because most users are not 
familiar with the graphical passwords, they often find graphical    passwords less convenient than text based 

passwords.  

 

Reliability 

The major design issue for recall-based methods is the reliability and accuracy of user input recogni-

tion. In this type of method, the error tolerances have to be set carefully – overly high tolerances may lead to 

many false positives while overly low tolerances may lead to many false negatives. In addition, the more error 

tolerant the program, the more vulnerable it is to attacks. 

 

Storage and communication 

Graphical passwords require much more storage space than text based passwords. Tens of thousands of 

pictures may have to be maintained in a centralized database. Network transfer delay is also a concern for 
graphical passwords, especially for recognition-based techniques in which a large number of   pictures may need 

to be displayed for each round of verification. 

 

VI. CONCLUSION 

The past decade has seen a growing interest in using graphical passwords as an alternative to the tradi-

tional text-based passwords. In this paper, we have conducted a comprehensive survey of existing graphical 

password techniques. The current graphical password techniques can be classified into two categories: recogni-

tion-based and recall-based techniques. Although the main argument for graphical passwords is that people are 

better at memorizing graphical passwords than text-based passwords, the existing user studies are very limited 
and there is not yet convincing evidence to support this argument. Our preliminary analysis suggests that it is 

more difficult to break graphical passwords using the traditional attack methods such as brute force search, dic-

tionary attack or spyware. However, since there is not yet wide deployment of graphical password systems, the 

vulnerabilities of graphical passwords are still not fully understood. Overall, the current graphical password 

techniques are still immature. Much more research and user studies are needed for graphical password tech-

niques to achieve higher levels of maturity and usefulness. 
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 ABSTRACT: The existing at a construction site may not always be totally suitable for supporting structures 

such as buildings, bridges, highways, and dams. In granular soil deposits, the in situ soil may be very loose and 

indicate a large elastic settlement. In such case, the soil needs to be improved to increase its unit weight and 

thus the shear strength and load bearing capacity. Sometimes the top layers of soil are undesirable and must be 

removed and replaced with better soil on which the structural foundation can be built. For this reason the 

improvement of load bearing capacity is much more important for making a structural foundation. This paper 

described a new soil improvement method with a minimum cost solution by using bamboo reinforcement having 

a length of 12 inch and 0.5 inch in diameter distributed in uniform medium dense soil at different depths (0.75 

inch, 1.5 inch and 2.25 inch) below the footings. Three square footings have been used (3x3 inch, 3.5x3.5 inch, 

4x4 inch) to carry the above investigation for such purposes. It was found that the initial vertical settlement of 

footing was highly affected in the early stage of loading in unreinforced soil with compared to bamboo 

reinforced soil. The failure load value for proposed model in any case of loading increased compared with the 

un-reinforced soil by increasing the depth of improving below the footing. The load carrying capacity of single 

layer reinforced soil is increased up to 1.77 times and 2.02 times for multiple reinforced soil system than the 

load carrying capacity of unreinforced condition of soil. Improvement in load carrying capacity was observed 

considerable in reinforced soil over the unreinforced soil. For single layer system, load carrying capacity is 

maximum and settlement is minimum when the reinforcement layer placed at 0.30B. For multilayer system, BCR 

increases with increasing number of reinforcing layer. One of which is highlighted in the paper, facilitates the 

improvement of load bearing capacity of soil and spreading the techniques on soft ground. 

 Keywords - Bearing capacity of soil, Square footing, Settlement, Bamboo Reinforcement, Bearing capacity 

ratio, Depth/breadth ratio or d/B ratio. 

I. INTRODUCTION 
The decision of ground improvement is taken for a site area when it needs such treatment methods and 

also based on the project design performance requirements that will dictate some of design parameters, 

including the required stability and the allowable deformation (settlements) of related soil under static or 

dynamic loading. Different types of structures will have different settlement requirement. The well-designed 

foundations induce stress-strain states in the soil that are neither in the linear elastic range nor in the range 

usually associated with perfect plasticity. Thus, in order to predict the settlement accurately underneath the 

foundation rest on soil, analysis that are more realistic than simple elastic analysis are required and a 

comparison can be made between the settlement for reinforced and unreinforced soil conditions . 
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Osman (2005) presents the results of a preliminary laboratory investigation on soft clay strengthened 

by fibers. The system consists of fiber-reinforced sand (the sand mixed with randomly oriented fiber and 

compacted in layers) between two geo-textiles sheets over fiber-reinforced sand columns inside the soft clay. 

The results have indicated that the settlement decreases and the bearing capacity increases by using the new 

system. It shows an effective solution to solve the problem of large settlement of footings over problematic soils 

such as soft clay. 

Al Mosawe et al., (2010) investigated the effect of geo-grid reinforcement installed below square 
footing rest on sandy soil and subjected to eccentric loading. The results show improvement in the bearing 

capacity ratio by (22% to 48%) for one and two number of layers respectively without control on the initial 

settlement that is required for mobilizing reinforcement strength during loading. 

Al Mosawe et al., (2011) present the results of improving soft clay soil (i.e. Kaolin) by compacted fly 

ash. The results show that there is a noticeable improving in the behavior of square footing settlement and 

bearing capacity ratio (BCR) of (1.3) in average but also without controlling the initial settlement. 

It can be concluded from the above studies that reinforcement can increase the bearing capacity and reduce the 

corresponding settlement of the foundations compared with unreinforced soil. However, it was also found that 

an initial vertical movement of the reinforcement is still needed to mobilize the reinforcement strength which 

reflects such matter of the foundation settlements. In the previous studies the initial settlement at small loads 

still could not be avoided;  such requirements is a very important design step that is usually controlled by 

limiting the expected settlement of footing rest on soil. The study shows new step method to improve soil 
strength and behavior not only by increasing the bearing capacity and reduce the settlement but also control the 

initial settlement at initial loads due to the complex interaction of such fibre materials with the soil through the 

investigated depths. 

 

II. ABBREVIATIONS 
2.1   Load bearing capacity:  

In Geotechnical Engineering, bearing capacity is the capacity of soil to support the loads applied to the 

ground. The bearing capacity of soil is the maximum average contact pressure between the foundation and the 

soil which should not produce shear failure in the soil. Ultimate bearing capacity is the theoretical maximum 

pressure which can be supported without failure; allowable bearing capacity is the ultimate bearing capacity 

divided by a factor of safety. Sometimes, on soft soil sites, large settlements may occur under loaded 

foundations without actual shear failure occurring; in such cases, the allowable bearing capacity is based on the 

maximum allowable settlement 

 
2.2  Settlement: 

    The downward movement of a structure with respect to its original position is referred to as settlement. 

The use of reinforcement materials to improve the bearing capacity of soil and to reduce settlement has been 

proven to be cost-effective solution for foundation design. The reinforcement materials are usually placed 

horizontally. However, there are cases in which vertical or sloped reinforcement may be used below the footing. 

The calculation of immediate settlement of footings for different soil types is estimated on the basis of elasticity, 

provided that the elastic properties of the soil (modulus of elasticity E, and Poisson's ratio υ) are known. These 

two parameters can be evaluated in the laboratory from soil samples obtained during site investigation processes 

for cohesive soils. However, for granular soils, it is much more difficult, if not impossible in most cases. The in-

situ testing for granular soils may not accurately give these soil properties which are needed for the calculation 
of settlement. 

 

 

III. EXPERIMENTAL PROGRAM 

The soil sample was collected from Godagari, Rajshahi, Bangladesh. After collecting the soil sample, sieving 

was done by different sieve.  Grain size curve was plotted by Hydrometer analysis, soil constituents also 

determined from this. The soil is classified into Sandy loam from textural classification. Then Atterberg limits 

were determined from Casagrande apparatus. The Atterberg limits are-  Liquid Limit (LL)- 41.3, Plastic Limit 

(PL)- 23.7, Plasticity Index (PI)- 17.6; 

 Oven dried weight was used for determining dry density, moisture content, Specific Gravity. The soil properties 

are- Dry density- 104.7 pound per cubic feet,  Moist density- 121 pound per cubic feet, Specific Gravity- 2.63,  

Moisture content of the soil sample- 16%, Void ratio- 0.59, Porosity- 0.37 
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 After determining the soil properties, the soil sample was placed for CBR test. Bamboo reinforcement having 

0.5 inch diameter and 12 inch long was placed into the soil at different depth. The bamboos were horizontally 

spaced at 1.75 inch interval to each. Density/degree of compaction was ensured by Standard Proctor Test. Every 

specimen was compacted in 3 layers by a hammer that delivers 25 blow to each. The hammer weights 5.5 lb and 

has a drop of 12 inch. Then the model type footing was placed over it and was taken into the CBR machine. The 

sample model was accustomed to load in the CBR machine and corresponding settlement data was recorded 

instantly. Using this procedure, the experiment was executed on different layer systems of bamboo 
reinforcement in different depth (i.e. 0.75 inch, 1.5 inch, 2.25 inch) and also changed of the footing dimension 

(i.e. 3x3inch, 3.5x3.5 inch, 4x4inch). The orientation of the multi-layer system was parallel-perpendicular-

parallel. The bearing capacity and settlement of the footing resting on soil depend on the properties of soil such 

as the relative density, size, shape and embedment depth of footing (Lambe and Whitman,1979).The results 

obtained from such model tests are usually hindered by limitations associated with size and boundary effects. 

Consequently, it is important to keep such limitations in mind while designing such small model tests. 

 

                           Fig. 1 Top view of placement of reinforcement and sample preparation 

 

 

Fig. 2   General arrangement and loading the sample 

 

IV. RESULT AND DISCUSSION 

This experiment was performed for different dimensions of footing with different layer system of 

bamboo reinforcement. The layer systems were- single layer system, two layer system, three layer system of 

bamboo reinforcement. And the footing sizes were- 3 inch x 3 inch, 3.5 inch x 3.5 inch, 4 inch x 4 inch. 

Table 1 Table for showing the data were tested in the experiment. 
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The following parameters were considered in this study:  

a. Improvement for the bearing capacity of soil related to footing size. 

b. Experimental and calculated settlement comparison. 

c. Experimental and calculated comparison in bearing capacity ratio (BCR) with d/B ratio. 

 

For the footing 3 x 3 inch, the settlement versus stress (load/area) graph are given below- 

 
Fig. 3   Settlement versus stress (load/area) graph for 3inch x3inch footing 

 

For the footing 3.5 x 3.5 inch, the settlement versus stress (load/area) graph are given below-       

 
Fig. 4 Settlement versus stress (load/area) graph for 3.5 inch x 3.5 inch footing 

For the footing 4 x 4 inch, the settlement versus stress (load/area) graph are given below- 

 
Fig. 5 Settlement versus stress (load/area) graph for 4 inch x 4 inch footing 
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Fig. 6 Variation of Bearing Capacity Ratio (BCR) with respect to d/B Ratio for single layer. 

 

 

Fig. 7 Variation of Settlement (inch) with respect to d/B Ratio For single layer. 

 

Multiple Layer Reinforcement System: 

For the footing 3 x 3 inch           

 
Fig. 8 Settlement versus stress (load/area) graph for 3 inch x 3 inch footing 
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For the footing 3.5 x 3.5 inch: 
 

 
Fig. 9 Settlement versus stress (load/area) graph for 3.5 inch x 3.5 inch footing 

 

 

 

For the footing 4 x 4 inch: 

 
                        Fig. 10 Settlement versus stress (load/area) graph for 4 inch x 4 inch footing 

 Bearing Capacity Ratio (BCR) increases with the increase of number of reinforcing layers. 

 
                   Fig.11 Variation of Bearing Capacity Ratio (BCR) with respect to number of reinforcing layer. 

Settlement decreases with the increment of number of layers 
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Fig. 12 Variation of Settlement (inch) with respect to number of layers 

   The bearing capacity of soil was improved by using bamboo reinforcement of single or multiple layers in 3 x 3 

inch, 3.5 x 3.5 inch, 4 x4 inch footings. The load/area-settlement relationships are shown in Figures (3) to (5) for 

single layer of bamboo reinforcement in different depth (i.e. 0.75 inch, 1.5 inch, 2.25 inch). For single layer 

reinforcement, settlement was more in using no reinforcement & it was decreased with decrease of depth of 

reinforcement layer. It was found that with the increase of depth/breadth (d/B) ratio, the Bearing Capacity Ratio 

(BCR) increased but after certain value of d/B ratio, the BCR value decreased. Again, settlement decreased with 

the increment of d/B ratio but after certain value of d/B ratio it increased. The high bearing capacity ratio (BCR) 

& low settlement was found in 0.30B depth as shown in the figures (6) & (7) for footing 3 x 3 inch.  

For getting more bearing capacity, the layer of bamboo reinforcement was increased. Reinforcement was placed 
in 1, 2, 3 layers in square footing respectively. The variation of load/area-settlement for multiple layers 

reinforcement is shown in figures (8) to (10). In this diagram, it is found that the increasing of no. of layers 

decreases the settlement & thus it increases the soil bearing capacity. Figure (11) & (12) shows that the increase 

of number of bamboo reinforcement layers, increases the load bearing capacity and decreases settlement of soil. 

 

V. Conclusion 
1. The load bearing capacity of soil increases when the bamboo reinforcement placed within the depth of  

failure envelope. 

2. The load bearing capacity is increased up to 1.77 times for single layer reinforced soil and 2.02 times  
for multiple layer reinforced soil system than the load bearing capacity of unreinforced condition of 

soil. 

3. Improvement in load bearing capacity is observed considerable in reinforced soil over the unreinforced  

soil. For single layer system, load bearing capacity is maximum and settlement is minimum when the 

reinforcement layer placed at 0.30B. 

4. For multilayer system, BCR increases with increasing number of reinforcing layer (N). The BCR is  

maximum for N=3 but the percentage increase in BCR for N=3 over N=2 is very small (4%). 

5. In multi-layer reinforcing system, settlement is considerably decreases with the increasing number of  

reinforcing layer. 
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ABSTRACT: The thermal properties of Sawdust, Corncobs and Prosopis Africana Charcoal briquettes were 

studied as a function of particle size. The particle sizes were 300, 425, 600, 1180 and 2000µm. The sieved 

materials were compressed into briquettes and pellets. The pellets were 12.5mm diameter and 13mm in length. 

The properties determined were moisture content, ash content and calorific value. The calorific value for 

Sawdust particle were 300µm =16.04MJ/kg and 2000µm = 17.82MJ/kg which indicates an increased with 

increase in particle size. For Corncobs the calorific value also rises from 16.63MJ/kg to 17.51MJ/kg for 300 µm 

and 2000 µm respectively. In the same vain Prosopis Africana charcoal gives 24.94MJ/kg for 300µm size and 

29.67MJ/kg for 2000µm. It was observed that for all the materials investigated, an increase in particle size was 

accompanied by higher energy output. 

 

Keywords: Briquette, Moisture, Ash, Calorific value 

 

I.  INTRODUCTION 
 The Nigerian energy industry is probably one of the most inefficient in meeting the needs of its cus-

tomers. The use of kerosene and gas for cooking and domestic heating on the other hand is very expensive and 

the common man in Nigeria cannot afford.  Even though Nigeria is said to be endowed with many natural 

resources, (Sambo, 1992 and Adenikinju, 2005), there is problem of energy scarcity. More than 70% of the 

populace has no access to national grid and those who have are facing the problem of low and epileptic supply 

coupled with high cost as reported by Jekayinfa and Scholz, (2009) and Oladeji (2013a). 

Renewable source of energy is the fastest growing source of world energy, with consumption increasing by 3% 

per year. This is due to its environmental friendliness as against the rising concern about the environmental 
impact of fossil fuel use and also strong government incentives for increasing renewable penetration in most 

countries around the world EIA, (2009). Globally, biomass currently provides around 46 EJ of bioenergy in the 

form of combustible biomass and wastes, liquid biofuels, solid biomass/charcoal and gaseous fuels. According 

to FAO, (1990) this share is estimated to be over 10% of global primary energy, with over two-thirds consumed 

in developing countries as traditional biomass for household use. 

    Currently there is a tremendous interest in using biomass materials in many countries for the 

production of liquid transportation fuels, combine heat and power, chemical and bio- products Abdullahi et al, 

(2011). The use of wood is increasing on daily basis especially in the less technologically developed countries 

of the world as stated by Aremu and Agarry (2013). But complete reliance on wood for domestic cooking would 

not solve the present energy crisis; rather it would lead to deforestation or desertification resulting in further 

scarcity of this resource (Salunkhe, et al, 2012).  

To address the various energy challenges associated with non-renewable fuels, many countries have 
indicated commitment to Biofuels production that are renewable, sustainable, cheap and safe and geographically 

diversified. Fabian (2003). For example, Agricultural biomass residues have the potential for the sustainable 

production of bio-fuels and to offset greenhouse gas emissions Campbell et al (2002). According to Liu, (2005),  

straw from crop production and agricultural residues existing in the waste streams from commercial crop 

processing plants have little inherent value and have traditionally constituted a disposal problem. Oladeji, (2011) 

further stated that these residues represent an abundant, inexpensive and readily available source of renewable 
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lignocelluloses biomass. Agriculture offers much potential for renewable energy sources in the form of biomass. 

With advances in biotechnology and bioengineering, some resources, which could have been classified as waste, 

now form the basis for energy production Oladeji, (2010). The large quantities of agricultural residues produced 

in Nigeria can play a significant role in meeting her energy demand. Unfortunately, the abundant quantities of 

agricultural wastes and forest residues are neither managed effectively, nor utilized efficiently in all developing 

countries. The common practice is to burn these residues or they are left to decompose .This burning itself 

contributes to atmospheric pollution, but more than that; the burning or decomposition is a waste of available 
energy Wanukanya (1995).   However, these problems can be handled through densification of biomass 

materials into pellets, briquettes and cubes.  

 A briquette is a block of combustible matter which is used to start and maintain a fire. Henry ford have 

been credited with the invention of charcoal briquettes from the wood scraps and saw dust from his car factory. 

Worthless fine coals were compressed into briquettes in the late 1800s allowing for stable transportable products 

to be made. www.virtualbilled.com.  Charcoal briquetting have been used in emerging economies as cooking 

fuel in rural areas. The process of manufacture usually employs a devitalizing step whereby gas or volatile 

matter is driven prior to briquetting to produce a smokeless domestic fuel. Biomass briquettes produced through 

densification of Sawdust and other agro residues has been practiced for many years in several countries. The 

binding mechanisms of densification encompass the suitability of biomass based on its physical and chemical 

properties. Physical properties are most important in the description of the binding mechanism of biomass 

densification. Densification of biomass at high pressure brings about mechanical interlocking and increased 
adhesion between particles, forming interlocking bonds in contact areas Grover, (1996). 

The densification of biomass into briquettes, logs, bales, chips, pellets, etc has become an important 

source of energy even in the rural communities. The main advantage of the Biofuel briquettes are its domestic 

origin, potential for reducing total dependence on oil and gas economy, jobs creation to the rural dwellers and 

help in the waste management by changing waste to wealth.  Biofuels briquettes for utilization as energy source 

for domestic and industrial heating processes can significantly reduce emissions of air pollutants Fabian, (2003). 

This work investigated the effects of particle size on the calorific values, moisture and ash content of 

Sawdust, Corncobs and Prosopis Africana charcoal briquettes.  

 

II.  MATERIALS AND METHODS 
2.1.  Raw Material Procurement 

The raw materials used include Sawdust, Corncobs and Prosopis Africana charcoal. The Sawdust and 

Corncobs was obtained from a saw mill in Muda Lawan timber market. The Corncobs were obtained at the 

University farm while the charcoal was bought from local charcoal producers at the Galambi cattle ranch. The 

Sawdust and Corncobs samples were sundried. All the samples were hand crushed and grounded using a 

hammer mill at the Center for Industrial Studies, Abubakar Tafawa Balewa University, Bauchi. The grounded 

samples were sieved into five different particle sizes using (300, 425, 600, 1189 and 2000µm) sieves for all 

samples. The briquettes were then air dried then sieved  

2.2.  Briquettes Production 

 A wood/Agric waste briquetting machine shown in plate I is a device used to produce solid briquettes 

from wood and agricultural waste. It is manually operated based on the principle of piston cylinder arrangement. 

Basically, the briquettes were produced in cylinders when a mixture of raw materials and suitable binders were 

compacted by the piston. The machine consist of the following components: the compaction and ejection lever, 

Pillar caps, cylinder cover assembly, table, cylinder, connecting rods and piston assembly, pillars, lever for 

operating the cover, the base and the auto feed unit. 

2.3. Briquetting Process 

 Binding agents were made into paste using hot water and the sieved waste material was added in the ratio of 

1:5, 1:7, 1:10 (binder : waste) following the method of Akpabio and Illalu (1997). The paste and the waste were 

thoroughly mixed and loaded into the cylinders of the Briquetting machine shown in Plate I which is manually 

operated to achieve compaction.  

  

http://www.virtualbilled.com/
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Plate I: Manually operated Briquetting Machine   Plate II: Briquettes produced using the  

       Briquetting Machine 

 

The briquettes (Plate II) were extruded from the mould with the aid of the extruding ram.  The procedure was 

repeated for all samples.  The briquettes were then air-dried for two weeks.  

2.4. Determination of Moisture Content 

The procedure suggested by Dara (1999) was adopted.  The weighed briquettes were put into an oven 

whose temperature has been adjusted to between 105oC to 110oC and left for 24 hours.  They were then removed 

from the oven, allowed to cool and weighed.  The procedure was repeated two times and the average taken. The 

moisture content of each sample was expressed as a percentage of its dry mass and was computed using 

equation (2): 
 

        (1) 

Let  m1  = mass of empty container 

  m2 = mass of container and wet sample. 

  m3 =  mass of container and dry sample (after heating). 

 Then   100

13

32
x

mm

mm
M

C






      (2)

 

2.5. Determination of Ash Content 
 The procedure suggested by Dara (1999) was adopted. Each sample was placed in a crucible weighed 

and burnt in a furnace at 350oC and left to cooled overnight in the furnace. Thereafter, the ash was later 

weighed. The ash content was then determined on dry basis using equation (3): 

 Ash Content 100

12
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x

mm

mm
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C






      (3)

 

where    m2    = weight of sample and container 

 ma = weight of container and ash. 

 m1 =  weight of container 
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2.6. Determination of Calorific Value 

The bomb calorimeter was used to determine the calorific value of the briquettes and results obtained. 

The result of the calorific value was calculated using equation (4) as suggested by Dara, (1999) and the result 

tabulated in Table 7.   

Calorific value = kgkcal
xwW

/,
X

T)( 
      (4) 

where:  W = weight of water in calorimeter, (kg) 

  w   = water equivalent of apparatus (kg) 

 T = temperature rise 0C 
 X   = weight of fuel sample taken (kg) 

 

 

III. RESULTS AND DISCUSSION. 

3.1. Results. 
The results of the experiments carried out on the moisture, ash and calorific values on saw test, 

corncobs and Prosopis Africana charcoal are presented on tables 1 to 7.  

Table 1: Results of Moisture Content of Sawdust 
Sample size  300µm 425 µm 600 µm 1180 µm 2000 µm 

Container label  A B C D E 

Container and wet sample (g) m2 8,00 8.00 8.10 8.00 8.00 

Container and dry sample (g) m3 7.90 7.90 8.00 7.90 7.90 
Empty Container(g) m1 7.00 7.00 7.00 7.00 7.00 

Dry Sample(g) m3-m1 0.90 0.90 1.00 0.90 0.90 

Moisture Loss (g) m2-m3 0.10 0.10 0.10 0.10 0.10 

Moisture Content (%) w 11.11 11.11 10.00 11.11 11.11 

 

Table 2: Results of Moisture Content of Corncobs 
Sample size  300µm 425 µm 600 µm 1180 µm 2000 µm 

Container label  A B C D E 

Container and wet sample (g) m2 9.00 9.00 9.10 9.00 9.10 

Container and dry sample (g) m3 8.80 8.70 8.90 8.70 8.90 

Empty Container(g) m1 7.00 7.00 7.00 7.00 7.00 

Dry Sample(g) m3-m1 1.8 1.70 1.90 1.70 1.90 

Moisture Loss (g) m2-m3 0.20 0.30 0.20 0.30 0.20 

Moisture Content (%) w 11.11 17.65 10.52 17.65 10.53 

 

Table 3: Results of Moisture Content of Prosopis Africana Charcoal 
Sample size  300 µm 425 µm 1180 µm 2000 µm 

Container label  A B C D 

Container and wet sample (g) m3 8.00 8.10 8.00 8.00 

Container and dry sample (g) m3 7.90 8.00 7.90 7.90 

Empty Container(g) m1 7.00 7.00 7.00 7.00 
Dry Sample(g) m3-m1 0.90 1.00 0.90 0.90 

Moisture Loss (g) m2-m3 0.10 0.10 0.10 0.10 

Moisture Content (%) w 11.11 10.00 11.11 11.11 
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Table 4: Results of Ash Content of Sawdust. 
Sample Size 300µm 425 µm 600 µm 1180 µm 2000 µm 

ma               (g) 7.50 7.30 7.20 7.20 7.10 

m1            (g) 7.00 7.00 7.00 7.00 7.00 

m2              (g) 8.10 8.20 7.90 8.00 8.30 

ma- m1 0.50 0.30 0.20 0.20 0.10 

m2 –m1 1.10 1,20 0.90 1.00 1.30 

Ac  (%) 45.45 25.00 22.22 20.00 7.69 
 

Table 5: Results of Ash Content of Corncobs. 
Sample size 300µm 425 µm 600 µm 1180 µm 2000 µm 

ma               (g) 7.40 7.30 7.30 7.20 7.10 

m1            (g) 7.00 7.00 7.00 7.00 7.00 

m2              (g) 8.10 8.10 8.10 8.10 8.10S 

ma- m1 0.40 0.30 0.30 0.20 0.10 

m2 –m1 1.10 1.10 1.10 1.10 1.10 

Ac  (%) 36.36 27.27 27.27 18.18 9.09 
 

Table 6: Results of The Ash Content of Prosopis Africana Charcoal 

Sample size 300 µm 425 µm 1180 µm 2000 µm 

ma                (g) 7.30 7.20 7.20 7.10 

m1              (g) 7.00 7.00 7.00 7.00 

m2                (g) 8.10 8.10 8.00 8.00 

ma- m1 0.30 0.20 0.20 0.10 

m2 –m1 1.10 1.10 1.00 1.00 

Ac  (%) 27.27 18.18 18.18 10.00 

 

Table 7: Results of Calorific value of the three materials 

Sample size 300µm 425 µm 600 µm 1180 µm 2000 µm 

Sawdust 16.04MJ/kg 17.50MJ/kg 17.20MJ/kg 17.72MJ/kg 17.82MJ/kg 
Corncobs 16.63MJ/kg 16.94MJ/kg 17.20MJ/kg 17.35MJ/kg 17.51MJ/kg 

Prosopis Africana 

Charcoal 

24.71MJ/kg 29.15MJ/kg 29.24MJ/kg 29.38MJ/kg 29.67MJ/kg 

 

3.2. DISCUSSIONS 

3.2.1. Moisture content 
From the tests conducted, results are presented in Tables 1, 2 and 3. For all the material samples, the 

moisture content was kept as low as possible. Compared with wood, biomass briquettes are unique in that they 

provide opportunity to control during the process of manufacture the fuel density, moisture content, size and 

geometry as reported in the works of Kaliyan and Morey (2007) and Chaney (2010). Generally for best 

performance, the range should be between 10 - 15 percent of moisture as discovered in this work. However, the 

corncob samples have higher amounts of moisture content because it was the most difficult to compact, thus 

more water and binder was needed to ensure adequate compaction.  

3.2.2. Ash content 

Tables 4 to 6 shows the results of the test conducted generally for all samples the smaller particle size 

(300 µm) contained more ash due to the fact that the smaller particle sizes are less coarse, compact easily 

leading to incomplete combustion due to small numbers of pore spaces. Coarse particle sizes (from 1180 µm to 

2000 µm) have greater number of pore spaces allowing oxygen to flow easily within the sample. However, for 

the medium sizes (425 µm to 600 µm) the compaction was moderate thus there was available space for the 

oxygen to flow and combustion was near complete. Lastly, the larger particle which were the most difficult to 

compact were more loosely bond. Hence, allowing adequate flow of oxygen and so combustion was complete 

resulting in less ash content. 



American Journal of Engineering Research (AJER) 2014 
 

 
 

w w w . a j e r . o r g  
 

Page 374 

3.2.3. Calorific value 

The result (Table 7) shows the difference in energy content of each sample. The amounts of energy 

released in the samples were in ascending order such that the smaller particle sizes release less energy as 

compared to the larger ones except for the Sawdust samples where there was a sharp contrast in values between 

particle size (425 µm and 600 µm) as a result of high moisture content. 

Results from the analysis showed that for increasing particle sizes there was corresponding increase in 

thermal efficiency. The most thermal efficient particle size was the 2000 µm particle size of the samples. The 

fine grinding resulted in a loss of some heat and made the sample vulnerable to oxidation as reported by Kumar 

and Pratt (1996). Abdullahi et al. (2011) also obtained the same results when selected biomass was investigated. 

It can also be seen that the measured calorific value for all the particle sizes falls in the range of 16- 30 MJ/kg 

for the materials considered.  

IV. CONCLUSION 
 The effects of particle size on the thermal properties of Sawdust, Corncobs and Prosopis Africana 

charcoal briquettes were carried out. The investigation involved, the collection crushing and milling of the 

samples. The characterization of samples based on particle size using British standard Sieves (aperture sizes 

150, 300, 425, 600, 1180 and 2000 µm) and the production of briquettes and pellets of each sample was done. 

The ash content, moisture content and calorific value of each pellet were also determined using standard 

methods. The results of the research showed that the finely ground particles (300µm) had low calorific value 

when compared to (2000µm) grain size. 
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