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ABSTRACT :Current research in biometrics is being carried out with expectation of making a robust and 

reliable person identification system to be deployed in unconstrained and non-cooperative environment. 

However, these kinds of biometric systems predominantly suffer from various covariates (degradation factors). 

Among several covariates, misalignment is one of the critical issue that brings significant degradation in face 

recognition system. This is due to improper registration in intra-class samples as well as inter-class samples. In 

this paper we have proposed and analysed a face normalization technique to overcome the negative impacts of 

misalignment occurred during face detection. We used the database for experimentation that has a well-

structured deviation in pose angles of subjects along with unintentional random non-uniform illuminations 

which makes the dataset to be more suitable for evaluating algorithms more robustly. The proposed method is 

based on locating the landmarks of face and then cropping the face region proportional to the parameter 

obtained from estimated landmarks. This simple way of face normalization has been tested and validated on 

original face samples used in UBIPosePr dataset. Thus, the objectives of this paper are three-fold. 1) We have 

proposed the method of normalizing the face overcoming the scale of face that appears in image sample. 2) We 

experimented with actual face detection algorithms and found our normalization algorithm mitigates the 

misalignment problem. 3) A very robust and yet well-structured dataset has been used in our experimentation in 

order to study the behaviours of non-cooperative environment for face recognition system.  

KEYWORDS: Face recognition, Facial landmarks, Identification system, Misalignment, Non-cooperative, 

Unconstrained biometrics. 

----------------------------------------------------------------------------------------------------------------------------- ---------- 

Date of Submission:02-10-2018                                                                            Date of acceptance: 13-10-2018 

----------------------------------------------------------------------------------------------------------------------------- --------- 

 

I. INTRODUCTION 

  Biometrics signatures are successfully used in the applications where verification and identification of 

a person is a major concern. Biometrics has a vital role to play for several of recent applications as mentioned in 

[1]. As suggested in [2], factors such as scale, usability and accuracy are needed to be considered for any 

biometrics system. Ideally system should be very precise with high comfort level and with large scale capability. 

In conventional biometrics systems, the user is made to cooperate with system to submit a biometric signature 

[1], while in non-cooperative biometrics, a user’s biometric signature is captured while he is on move and 

without any protocol of user-machine interface. This non-cooperative characteristic of identification process is 

also extended for face biometrics, where face image is captured irrespective of any direction subject is walking 

by and being captured in the view of camera. This yields the face images with different poses and scales (due to 

camera-subject distance). Thus, it becomes a non-trivial problem to manage the recognition of a face subject 

having mostly frontal faces in training or registered database. The face recognition system suffers heavily from 

the misalignment of  face samples across gallery and probe sets. In this paper, we have proposed and analyze a 

face normalization technique to overcome the negative impacts of misalignment occurred during face detection. 

The database, we used for experimentation  has a well  structured  deviations in pose angles of subjects along 

with unintentional random non-uniform illuminations which makes the dataset to be more suitable for 

experimenting with algorithms designed for non-cooperative environment. This method is based on locating the 

landmarks of face and then cropping the face region proportional to the parameter obtained from estimated 

landmarks. This simple way of face normalization has been tested and validated on original face samples used in 

UBIPosePr dataset. Thus, the objectives of this paper are three-fold. 1) We have proposed the method of 

normalizing the face overcoming the scale of face that appears in image sample. 2) We experimented with 
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actual face detection algorithms and found our normalization algorithm mitigates the misalignment problem. 3) 

A very robust and yet well-structured dataset has been used in our experimentation in order to study the 

behaviours of non-cooperative environment for face recognition system. We observed that proposed method 

does a good attempt to improve the performance of face recognition in non-cooperative environment, where 

localizing the face ROI is always a challenging task. The remaining part of the paper is organized as follows. 

 

II. LITERATURE SURVEY 

 In one of the related papers [3], authors have described new methods to determine the limbic boundary 

so as to locate and register the eye in non-cooperative environment. Also, some authors have mentioned the 

problems of non-cooperative biometrics with non-uniform illuminations by employing an intelligent decision 

combiner [4]. In another research work [5], authors have focussed on the analysis of the ability of segmentation 

algorithms and process images with heterogeneous characteristics, to simulate the dynamics of a non-

cooperative environment. User authentication system was designed to recognize users who are unconscious of a 

robot or of cameras[6]. In this system, biometrics and semi-biometrics were used to cope with the limited 

applicability of traditional authentication techniques.  Authors also present an approach to identify non-

cooperative individuals at a distance from a sequence of images using 3D face models [7, 8]. In one of the 

papers  author [9], focuses on the use of face recognition and gait analysis to achieve the problem of person 

identification. Another important paper [10], presents three cameras system, to be used in Non-cooperative 

Long-range Biometric System for Maritime Surveillance. The research work in [11], presents a robust and fast 

(near real time) iris segmentation approach towards less constrained iris recognition with a accuracy estimated 

slightly over 98%.The work described in [12] uses soft biometrics description like height, weight, gender, hair, 

skin and clothing colour. Recent papers [13, 14] have described face recognition at a distance system and to be 

used in unconstrained environment. Padole et. al. [15] stressed how covariates factors deteriorate periocular 

recognition, using natural images where factors  such as pose variation, distance of the subject, pigmentation 

and occlusion were included by the acquisition framework instead of simulating them. Inspired by the work of 

Park et al. [18], they used the same feature extraction techniques, except that ROI centre was computed with 

relation to eye-corners. This new alignment method led to most significant improvements in detecting the 

people in unconstraint biometrics. Such type of system is shown in [16]. This work is very much useful to be 

considered in unconstraint biometrics since the pedestrian samples used in experiments are similar to those will 

appear in unconstraint biometrics. In another work [16],  standard face detector is used, face tracking is achieved 

by combining a new scale invariant Kalman filter with kernel based tracking algorithm. From each potential 

face trajectory an angle histogram of neighbouring points is extracted and finally, an Earth Mover’s Distance 

based k-NN classification discriminates true face trajectories from the false ones. Experimented on a video 

dataset of more than 160 potential people trajectories, this displays an accuracy rate up to 93%. The work 

presented in [17] detect the face using colour of human skin. Face Recognition is one of the method which is 

used for identification of person in unconstrained biometrics. Face recognition is the ability to establish a 

subject’s identity based on his facial characteristics. Finally, current limitations and future research directions 

for face recognition in forensics are suggested [18]. The first fully automatic face identification system was 

developed by Kanade [19] using a set of facial parameters based on local histograms of gray scale pixel values. 

The Principal Component Analysis (PCA) method was first applied on face images by Sirovich [20] for image 

compression, then by Turk and Pentland [21] for identification. The ordered set of eigenvectors corresponds to a 

set of basis images that characterizes the variation between face images. PCA based approaches reduced the 

computational burden. Another face recognition method is Linear Discriminant Analysis (LDA) [22], which is 

based on the Fisher’s Liner Discriminant Analysis. The use of separate class labels for each subject in LDA 

provided better identification accuracy over PCA. The facial appearance changes more drastically at younger 

ages. In addition to facial aging, there are other factors that influence facial appearance are  pose, lighting, 

expression and occlusion which makes it difficult to study the aging pattern using these two public domain 

longitudinal face databases [18]. Another method for the person capturing in surveillance video is described in 

[23] which presents reliable techniques for detecting, tracking, and storing key frames of people in surveillance 

video. The first component of system is a face detector algorithm, which is based on first learning local adaptive 

features for each training image, and then using Adaboost learning to select the most general features for 

detection. In research work [24] multi-pose face detection is demonstrated. Multi-pose face detection plays an 

important role in unconstraint biometrics because this detected face be further used for the classification of 

person. A partial face recognition approach without face alignment by eye coordinates or any other fiducial 

points is proposed in [25]. New methods to improve the modelling of facial images under different types of 

variations like pose, ambient illumination and facial expression are explained in [26]. It is not always possible to 

get the images from short distances. An approach to identify non cooperative individuals at a distance from a 

sequence of images, using 3-D face models is shown in [27]. A face-image, pair-matching approach was 
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developed and tested on the “Labelled Faces in the Wild” (LFW) benchmark that shows the challenges of face 

recognition from unconstrained images [28]. Eye localization is an important part in face recognition system, 

because its precision closely affects the performance of face recognition. In [29] a robust eye localization 

method for low quality face images has shown the improvement in the eye detection rate and localization 

precision. Understanding the effect of blur is an important problem in unconstrained visual analysis. This 

problem is addressed in the context of image based recognition by a fusion of image-formation models and 

differential geometric tools in [30]. 

 

III. METHODOLOGY 

  In face recognition, there is always a misalignment problem. When it comes to automated face 

detector, it suffers from the misalignment of face across the gallery and probe face samples, leading to a wrong 

spatial correspondence in feature representation. Fig.1 shows the block diagram to recognize face image. In this 

method we trained and test face samples to calculate recognition accuracy. From the experimentation we found 

the best algorithm to detect the face images. Then we apply the face normalization algorithm to determine the 

face bounding box to reduce the misalignment between the probe and gallery face samples. In our previous 

work we used eye detector method to normalize face misalignment  error [31] After detection we represent the 

face using HOG algorithm[32]. We used k-NN [33 ] classifier rank-10 for evaluating the effect of proposed 

method. We used distinguishable-subject (2
nd

 Order) ranking instead of using conventional score based (1
st
 

order). The distinguishable-subject N-ranking is the ranking based on first N different subjects which are close 

to the test subject. This ranking seems to be reasonable as in typical biometrics where we have 100 subjects to 

be classified. Ranking based on 5 or 10 subjects reduces the penalty of system drastically. 

 

 
Fig. 1.Block diagram for Face Recognition. 

 

We have used the two methods to detect the landmarks on face samples. Two algorithms are shown in Fig.2 

 

 

                                                                       Front Pose  Front Pose 
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                                                                  Deviated Pose  Deviated Pose 

 
                                                                      A)  MPM           B) OPM 

Fig. 2 Landmark detected for Column-A) Mixture of Part Model (MPM) algorithm. Column-B) 

Optimized Part Mixtures (OPM) algorithm, Row1- Front Pose; Row2- Deviated pose 

 

IV. ALGORITHM FOR THE FORMATION OF NORMALIZED FACE BOUNDING BOX 

1) Step 1: We measured the eye widths of a face detected as shown in Fig.3 as W1 and W2. Eye width of a 

single eye is the distance between outer landmark eye corner and the inner landmark corner of that eye.  

2) Step 2: We select W to be maximum width of W1&W2. We proposed to use this width W as a reference 

for cropping the detected face sample as shown in Fig.3. The eye width W is used to identify the scale of 

the face. This estimated distance for the face is used to crop the face region in order to align the face sample 

across gallery and probe samples. Since, eye has a visible and detector friendly pattern, it is a good 

indicator or reference point for cropping the face. Additionally, it also gives the scale information of face 

because of which registration of face becomes more accurate as compared to the face samples when 

cropped using landmark face detector alone.  

3) The normalization process of face region is to reduce the negative impacts of misalignment that includes 

selecting the width and height of the detected face bounding box as shown in Fig.4. The position of the 

bounding box is determined based on outer eye corners landmark points of both the eyes shown as A and B 

points in Fig.3.  

4) Step 3: The eye width W is used to find width and height of normalized detected face bounding box. We 

have selected outer eye corner landmark point A as first eye corner landmark and point B as second eye 

corner landmark.  

5) Step 4: We choose 0.75W left and right from landmark points A and B respectively to select the width of 

the detected face bounding box.  

6) Step 5: Further we choose 1.5W to select the upper portion of the face from the eye corner landmarks points 

A and B. 

7) Step 6: Similarly to select the lower portion of the detected face we choose 3.5W down from these eye 

corner landmarks A and B .The selected upper and lower portions of the face determines the height of the 

detected face bounding box. Further this cropped detected face is used for feature extraction. 

8) Step7: In the classification process we used distinguishable-subject (2
nd

 Order) rank -10 to identify the 

subject. 

 

 
Fig. 3. Selection of Maximum Eye width W 
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Fig. 4.Formation of face bounding box 

 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

 We experiment the proposed face detection and alignment techniques and analyze the results. 

Experiments primarily performed on dataset from [34]. The face images we have used are from the source 

images used for cropping iris and periocular images [34]. These dataset has very strong structured variations of 

pose angles and a random unintended variation of illumination across the subject. The intra subject variation of 

pose angle and illumination are the main reason to use this dataset to test and analyze robustly our proposed face 

detection and alignment techniques. The UBIPosePr dataset is freely available to the research community. Data 

was acquired in two sessions at different locations with varying lighting conditions. There are 85 subjects of 

varying ethnicity.  In Session I six samples from each subject with frontal pose were acquired. This was an 

indoor session with overhead lamps. Subjects were at six meters away from the camera, which resulted in 

uniform illumination across the samples, with some poorly illuminated data and similarly in session II eighteen 

samples per subject were acquired. Out of them, six samples are frontal, six samples are left deviated and six 

have right deviated poses. This was also an indoor session and conducted near open windows, allowing natural 

light to reflect on subjects with five meters subject-to-camera distance. The left pose set covers angles in 

negative degrees and right pose comprises positive values. 

             We have evaluated the proposed face detection and alignment technique robustly on the dataset 

described above. We used state of art techniques [35 & 36] for landmark detection. These detected landmark 

positions were used to crop (detection) face images. The proposed technique for cropping the face image was 

evolved from the objective of aligning the faces in the images within the subjects and among the subjects. Better 

this alignment, face recognition accuracy will be higher. Face recognition accuracy depends on the factors 

namely on landmark detection accuracy, position of the face crop and feature representation of the crop face. In 

our research the feature representation is out of scope and thus we selected only one type of feature 

representation in terms of Histogram of Oriented Gradient Method (HOG). To recognize persons at different 

scales, the image is sub-sampled to multiple sizes. Each of these sub-sampled images is searched. In the 

classification process we used distinguishable-subject (2
nd

 Order) ranking instead of using conventional score 

based (1
st
 order).database. This reduces the penalty of system drastically and helps to improve performance 

accuracy. For landmark detection we used two techniques from [35&36]. Based on these methods we crop faces 

on the basis of landmark  positions. We observed that the position of the landmark significantly varies from their 

actual positions obtained from manual cropping. It is interesting to observe the performance of the landmark 

detection algorithms and hence face alignment techniques against the face cropped from manual landmark 

annotations (ground truth).We perform the experiment to calculate the recognition accuracy using three methods 

of alignments as follows. 

1) Face alignment based on manual Landmarks Localization (ground truth) as shown in Table 1. 

2) Optimized Part Mixtures (OPM)[35] method of landmark localization as shown in Table 2. 

3) Mixture of Part Model (MPM)[36] method of landmark localization as shown in Table 3. 

             From these tables we observed that recognition accuracy is captured according to angle variations in the 

database for all the subjects. The numbers of samples in each angle for all the subjects are mentioned in tables. 

We observed that the recognition accuracy obtained by alignment method based on manual annotation will 

obviously give higher accuracy as shown in Table 1. This is the baseline expectation for any face alignment 

techniques. The total recognition accuracy (Rank 10) across all angles is found to be 49.93% for 8X8 HOG, 

51.05% for 10X8 HOG and 51.37% for 15X10 HOG. This is shown in Fig.5 10X8and 15X10 Blocks works 
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better for face recognition. After manual annotations base face alignment technique we tested proposed face 

alignment technique based on two different landmarks detection techniques. Their results are shown in Table 2 

and Table 3 .We observed that the overall recognition accuracy (Rank 10) is higher in case of  Optimized  Part  

Mixtures  (OPM)  landmark  detection  method. This is shown in Fig.6. 

 We have observed that face alignment method based on Optimized Part Mixtures (OPM)[35] performs 

better than that of Mixture of Part Model(MPM)[36] landmark detection. Thus we compared now recognition 

accuracy obtained from Optimized Part Mixtures (OPM) method against that based on manual annotation. This 

will give us an idea at what extend our proposed method of face alignment approaches toward the face 

alignment method based on manual annotation. The recognition accuracy (rank-10) for face alignment 

techniques based on manual landmarks and Optimized Part Mixtures (OPM) are shown in Fig.7. 

 Significantly we observed that face alignment technique based on Optimized Part Mixtures (OPM) is 

approaching fairly and significantly to the recognition accuracy of manual landmark. detection. It is worth 

mentioning the HOG with specification 10X8 block is very close to recognition accuracy obtained by manual 

annotation as shown in Fig.8. This is valid across all the angles as shown in Fig. 9. 

 

Table 1 . Results with Manual Landmark Localization 

 
  

Table 2 . Results with OPM Landmark Localization 

 
 

Table 3 . Results with MPM Landmark Localization 
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Fig. 5. Recognition accuracy for different HOG specification with Manual (Ideal) Landmarks locations 

(Rank 10). 

 

 
Fig. 6. Recognition accuracy for OPM and MPM (Rank 10). 

 

 
Fig. 7. Recognition accuracy for manual and OPM (Rank 10) 

 

 
Fig. 8 .Recognition accuracy for 10X8 HOG specification (Manual and OPM Rank 10) 
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Fig. 9. Recognition accuracy for 10X8 HOG specification at different angles (Manual and OPM Rank 10 

 

VI. CONCLUSION 

 The face recognition system suffers heavily from the misalignment of the face sample across gallery 

and probe sets. In this paper we have proposed and analyze a face normalization technique to overcome the 

negative impacts of misalignment occurred during face detection. The database we used for experimentation has 

a well structured deviation in pose angles of subjects along with unintentional random non-uniform 

illuminations which makes the dataset to be more suitable for experimenting with algorithms designed for non-

cooperative environment. This method is based on locating the landmarks of face and then cropping the face 

region proportional to the parameters obtained from estimated landmarks .This simple way of face 

normalization has been tested and validated on original face samples used in UBIPosePr dataset. We observed 

that proposed method does a good attempt to improve the performance of face recognition in non-cooperative 

environment, where localizing the face ROI is always a challenging task. 
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