ABSTRACT: To increase the reliability of power system, network should have the most efficient reaction against contingencies. This efficient response makes the grid self-healing. Estimating the network state in the contingencies requires a relatively accurate forecasting variables of the grid. This paper describes a heuristic method to forecast voltage amplitudes and angles in the abnormal situations. This approach combines multi-stage learning of Complex-Valued Neural Networks (CVNN) and Time Domain Power Flow (TDPF). After ensuring the accuracy of forecasting, different scenarios are applied to model to simulate various contingencies. Next, the sensitive grid buses are detected using the heuristic method, thus the network can be adapted to cope with the contingencies reliably. Adapting the network means changing power injections at load or generation buses in order to have the best reaction against the contingency. Utilizing the proposed method not only increases the grid reliability, but also reduces the enormous mathematical calculations of power flow in the abnormal situations. Also, the proposed method is used to find the optimal location and size of the batteries for contingency management and frequency regulation. The innovative approach is verified by applying to a real-world model of an island (Maui Island in Hawaii, United States).
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I. Introduction

An important problem in power grid is less quality of power delivery in abnormal situations. In order to have a reliable reaction by the grid in the contingencies, the power grid variables should be predicted accurately. In the field of power grid, forecasting has been started theoretically since decades. Power systems experts have utilized different mathematical and statistical techniques in order to forecast the grid variables such as load, voltage, power losses, demand, and renewable generations [1]. Power flow contains four groups of parameters including voltage amplitudes, voltage angles, active powers, and reactive powers. The focus of this paper is to forecast the two first parameters. The network adapts to the contingencies utilizing the predicted values. This means that the network efficiently and reliably copes with the abnormal situations. The following subsections contain a literature review and contribution of this study.

A. Literature Review

In literature review three different items can be considered: forecasting parameters, forecasting purposes, and forecasting techniques. Some of the forecast parameters are related to power flow. Different methods were utilized to forecast short-term and day ahead power flow parameters [2, 3]. Another forecasting parameter is load which Bing et al: [4] proposed a controlling strategy for voltage and reactive power optimization based on load forecasting. Renewable generation is another forecasting parameter. Liu et al: [5] proposed a method to control the grid voltage using wind generation forecasting. The purposes of [4] and [5] were to control various parameters of the grid using forecasting. Another useful purpose of the forecasting is to make good decisions in marketing area. Zhou et al: applied wind forecasting to electricity markets [6]. In addition, forecasting can be used in unit commitment and economic
dispatch in the power grids [7]. Dragomir [8] defined a frame work for load forecasting in low voltage grids with distributed power generation from renewable energy resources. Hoiles [9] worked on nonparametric forecasting demand to increase the grid reliability based on Afriats theorem. Heins et al. [10] proposed a method to determine the grid states based on estimating the vector of active and reactive power through voltage magnitude and angle measurements using Kalman filter. Many studies were completed in order to forecast the grid parameters including: electricity price [11], wind generations [12-14], photo-voltaic generations [15], etc.

To solve the forecasting problems in the power systems, computational and intelligent techniques have been widely used, such as Artificial Neural Networks (ANN) [11, 12, 14-17], fuzzy-logic approach [18], and genetic algorithm [19]. Anbazhagan [11] performed price forecasting for day-ahead using recurrent neural networks. A model for wind forecasting was proposed by Aquino et al., based on ANN [12]. A combination of load and wind power forecasting was carried out by Quan et al. through neural network-based prediction intervals [14]. Yona et al. [15] determined a method for insolation prediction with fuzzy and then they added ANN for long term ahead corrected prediction of photo-voltaic outputs. Kurbatsky et al. [16] applied two stages of adaptive neural network to have a short-time forecast of power system parameters. Lee worked on ensemble forecasting the short-term wind power through Gaussian processes and ANN [17]. Saez et al. [20] developed a fuzzy prediction interval model for a microgrid in order to forecast renewable resources and loads.

B. Contributions of the Heuristic Method

In the power grid, contingencies (e.g., losing a generator) change the voltage amplitudes and angles. In this paper, forecasting these two parameters has been performed for the purpose of the contingency analysis. Additionally, in this study, the utilized forecasting tool is Complex-Valued Neural Networks (CVNN) which has been used in literature for contingency management [21]. In this study, at first, CVNN is applied to the processed data which is a combination of actual load values and output calculations of Time Domain Power Flow (TDPF). The learning part of CVNN includes two stages: the first stage is through voltage amplitudes and reactive powers and the second is through voltage angles and active powers. This multi-stage learning makes the grid smarter in order to have more reliable operation. Next, various contingencies are applied to the grid and sensitive buses (generations or loads) for detection. Finally, the network adapts to the contingencies with a higher reliability and lower power interruption.

In addition, the proposed method finds the optimal placing and capacity of storage system for contingency management and coping with the contingencies to regulate the grid frequency and voltage. Two case studies are modeled in this paper: one is IEEE 14-bus model and another is model of an Island (Maui Island in Hawaii, United States) including 184 buses. Various scenarios as contingencies are applied to both case studies and the forecast and actual values are compared to demonstrate the high accuracy of the proposed method. These contingencies are: loss the generations, faults or loss the lines, and suddenly or slowly changing of wind generations. In the second case study, the optimal place and size of storage system has been obtained.

II. Newton Raphson Time-Domain PowerFlow

The power flow problem can mathematically be defined as:

$$\begin{bmatrix} I_{Bus} \\ Y_{Bus} \end{bmatrix} = \begin{bmatrix} V_{Bus} \end{bmatrix}$$

where $I_{Bus}$ is injected current to the buses which is positive in generation buses (PV-buses and slack bus) and is negative in loads (PQ-buses). $Y_{Bus}$ is admittance matrix of the grid and $V_{Bus}$ is voltage of the buses. The Newton-Raphson technique is used to solve the power flow equations [22]. For each bus $k$, $I_k = \sum_{i=1}^{n} y_{ki} V_i$, which $n$ is the number of the buses and $y_{ki}$ is one array of $Y_{Bus}$ matrix corresponding to bus $i$ and $k$. For each bus $k$,
\[ P_k + jQ_k = v_k^* I^k \]  \hspace{1cm} (2)

where \( P_k \) and \( Q_k \) are the active and reactive power entering to bus \( k \) (* is a complex conjugate and \( j = \sqrt{-1} \)).

Let,
\[
v_k = V_k e^{j\theta_k} = e_k + jf_k \]
\hspace{1cm} (3)
\[
y_{ki} = Y_{ki} e^{j\alpha_{ki}} = G_{ki} + jB_{ki} \]
\hspace{1cm} (4)

where \( \theta_k = \tan^{-1} \frac{f_k}{e_k} \) and \( \alpha_{ki} = \tan^{-1} \frac{B_{ki}}{G_{ki}} \).

Using Equations (3) and (4) in (2):
\[
P_k + jQ_k = V_k e^{j\theta_k} \sum_{i=1}^{n} Y_{ki} e^{-j\alpha_{ki}} V_i e^{-j\theta_i} \]
\hspace{1cm} (5)

Using Taylor series expansion, the final equation is:
\[
\begin{bmatrix} \Delta P \\ \Delta Q \end{bmatrix} = \begin{bmatrix} \frac{\partial P}{\partial \theta} & \frac{\partial P}{\partial V} \\ \frac{\partial Q}{\partial \theta} & \frac{\partial Q}{\partial V} \end{bmatrix} \begin{bmatrix} \Delta \theta \\ \Delta V \end{bmatrix} \]
\hspace{1cm} (6)

where the differential matrix is Jacobian. Numerical studies demonstrate that the changing of the voltage amplitudes and angles have negligible effect on the active and reactive power flows, respectively [22]. So Equation (6) can be rewritten as:
\[
\begin{bmatrix} \Delta P \\ \Delta Q \end{bmatrix} = \begin{bmatrix} \frac{\partial P}{\partial \theta} & 0 \\ 0 & \frac{\partial Q}{\partial V} \end{bmatrix} \begin{bmatrix} \Delta \theta \\ \Delta V \end{bmatrix} \]
\hspace{1cm} (7)

Equation (7) clearly indicates multi-stage learning the system with CVNN. One stage is learning through the active powers and voltage angles and another one is learning through the reactive powers and voltage amplitudes.

In this paper, TDPF has been done with PSAT software in time domain where the grid’s equipment are modeled dynamically. The purpose of time domain simulation is to solve the following problems in a typical time \( t \) and time step \( \Delta t \):
\[
f_n (x(t+\Delta t), y(t+\Delta t), f(t)) = 0 \]
\hspace{1cm} (8)
\[
g(x(t+\Delta t), y(t+\Delta t)) = 0 \]
\hspace{1cm} (9)

where \( f \) and \( g \) are the algebraic and differential equations and function \( f_n \) is dependent on the method of integration. Equations (8) and (9) are nonlinear and solved through Newton-Raphson method. This method calculates the increments \( \Delta x^i \) and \( \Delta y^i \) of the state and algebraic variables and then updates the actual variables iteratively:
\[
\begin{bmatrix} \Delta x^i \\ \Delta y^i \end{bmatrix} = - [A']^{-1} \begin{bmatrix} f_n^i \\ g^i \end{bmatrix} \]
\hspace{1cm} (10)
\[
x^{i+1} = x^i + \Delta x^i \]
\hspace{1cm} (11)
\[
y^{i+1} = y^i + \Delta y^i \]
\hspace{1cm} (12)
Where \( A' \) is a matrix and dependents on the algebraic and state Jacobian matrices. \( x^{i+1} \) and \( y^{i+1} \) are the calculated values of \( x \) and \( y \) in time \( t = i + 1 \), respectively [23]. The loop stops when the variable increment is less than a certain fixed tolerance or when iteration number reaches to its maximum value. There are two possible techniques to solve the above equations: Forward Euler Method and Trapezoidal Method, which the first is used in this study[23, 24].

By modeling the grid with TDPF, dynamic behaviors of the grid are analyzed and eigenvalues of the dynamic system can be controlled and adjusted. Additionally, the contingencies or disturbances can be easily applied to the model in various time intervals in order to analyze their effects on the grid [25, 26]. Thus, appropriate strategies can be adopted to have the most optimized reaction to overcome the contingency or fault. In this study, three different scenarios are applied to the model as the contingencies.

III. Complex-Valued Neural Networks

The major difference between ANN and CVNN is the nature of input parameters. Since real numbers are part of complex numbers, thus CVNN is counted as an extension of ANN. Fig. 1 demonstrates CVNN’s architecture including input, hidden, and output layers. The input layer (\( X_m \)) includes two parts: input data (\( v \)) and previous output data (\( y \)). In this paper, in the first learning stage, \( v \) and \( y \) are the voltage amplitudes and reactive powers and in the second learning stage, \( v \) and \( y \) are the voltage angles and active powers, respectively. Weights (\( W \)) show the relationships between the nodes. If input vector, weights (i.e., \( W^{1}_{nm}, W^{2}_{ln}, W^{1}_{mn}, W^{2}_{in} \), etc.), and activations function (\( f_c \)) have real values, the network is normal ANN. Otherwise, the network is CVNN.

![Fig. 1. Architecture of CVNN including the nodes, layers, and weights](image)

Equation (13) shows the \( l^{th} \) output of the network (forecast value):

\[
\hat{y}_l(k) = f_c(W^{2}_{l0} + \sum_n W^{2}_{in}H_n)
\]  

(13)
and the output of \( n^{th} \) hidden neuron is given as:

\[
H_n = f_c(W_{n0}^1 + \sum_m W_{nm}^1 X_m)
\]  

(14)

where \( X_m = [v(k-1), v(k-2), \ldots, v(k-p), y(k-1), y(k-2), \ldots, y(k-i)] \), which includes \( m \) complex valued inputs \( (m = i + p) \). The whole values of \( m, n, i, l \), and \( p \) are positive integers [27, 28]. In this study, the split sigmoid function is taken for the activation function as follows:

\[
f_c(z) = \frac{1}{1 + e^{-Re(z)}} + j \frac{1}{1 + e^{-Im(z)}},
\]  

(15)

where \( z = x + jy \), with \( j = \sqrt{-1} \). Using the split sigmoid function instead of non-split, avoids the problem of function’s singularity. After applying complex back-propagation algorithm and calculation of the weight values \( \Delta W_{il}^2, \Delta W_{il}^2, \Delta W_{il}^1, \) and \( \Delta W_{il}^1 \), the error is calculated using the following equation:

\[
e_i(k) = y_i(k) - \hat{y}_i(k)
\]  

(16)

where \( e_i(k) \) is the error between the \( l^{th} \) actual output \( y_i(k) \) and forecast output \( \hat{y}_i(k) \) [28-30].
IV. Methodology

This section describes the heuristic method to forecast the voltage amplitudes and angles, especially in the contingencies. This method includes a combination of TDPF and CVNN. The most important part of CVNN is learning through the available data. Next, performance of the learning is evaluated for calculations’ validation. The proposed method and its application in the power grid, have been explained in this section.

A. Structure of CVNN in the proposed method

In the CVNN architecture, the number of neurons in input layer is:

\[ m = B_n \times (1 + NL) \]  

(17)

where \( B_n \) is the number of the grid buses and \( NL \) is the number of previous outputs which are required to learn the network. \( NL \) is obtained using the following equation where \( res \) is resolution of real input data and \( \Delta t \) is time step of TDPF.

\[ NL = \frac{res}{\Delta t} \]  

(18)

In terms of the hidden layer, the number of neurons is obtained from an optimization to have the best trade-off between the forecast accuracy and calculations’ speed. In this study, this number is 150 based on the trade-off results. The number of the output layer neurons is equal to the bus numbers (\( B_n \)). In the first and second learning stages, these outputs are the voltage amplitudes and angles, respectively.

B. Multi-stage learning of CVNN

Fig. 2 indicates two stages of learning with CVNN. The parameters at the top and bottom of the arrows are related to the first and second learning stages, respectively. The inputs of CVNN (in time \( t \)) include two parts: the first input is voltage amplitudes of last \( NL \) time series (including: \( V_{t-1}, V_{t-2}, ..., V_{t-NL} \)) and previous reactive power (\( Q_{t-1} \)), and the second one is voltage angles of last \( NL \) time series (including: \( \theta_{t-1}, \theta_{t-2}, ..., \theta_{t-NL} \)) and previous active power (\( P_{t-1} \)). The outputs of CVNN are forecast values of the voltage amplitudes and angles (\( V_t, \theta_t \)). \( NL \) is the required number to learn the network. All of the mentioned parameters are vectors and have been defined for all buses. After learning, the proposed algorithm can predict the voltage amplitudes and angles in any requested time of
simulation (or times-ahead). To ensure that the forecast accuracy is enough, the forecast values are compared with actual data. These actual values have been obtained from TDPF.

C. The Proposed Forecast Algorithm with CVNN

Block diagram of Fig. 3 shows the steps of forecasting through the proposed method which is a combination of CVNN and TDPF. The duty of TDPF is to create previous values of the voltage amplitudes and angles using active and reactive powers of the grid. CVNN uses these previous values to learn the system and to forecast the voltage amplitudes and angles. Two complex weight-vectors are generated by CVNN: $W_{qv}$ is one of the learning weights through the voltage amplitudes ($V$) and reactive powers ($Q$) and $W_{p\theta}$ is another learning weight through the voltage angles ($\theta$) and active powers ($P$). The actual data for active and reactive power ($P, Q$) are available for a whole day.

$$P = P_m \exp \left( \frac{j2\pi d}{24 \times 60 \times 60 / res} \right)$$

$$\theta = \theta_m \exp \left( \frac{j2\pi d}{24 \times 60 \times 60 / res} \right)$$

$$Q = Q_m \exp \left( \frac{j2\pi d}{24 \times 60 \times 60 / res} \right)$$

$$V = V_m \exp \left( \frac{j2\pi d}{24 \times 60 \times 60 / res} \right)$$

where $1 \leq d \leq (24 \times 60 \times 60 / res)$ and $res$ is the resolution of the real data (second). $P_m, Q_m, V_m,$ and $\theta_m$ are the amplitudes of the real values of the active powers, reactive powers, voltage amplitudes, and angles, respectively. In this study, $res$ is 4 seconds because the real data is available for this time step, based on the outputs of supervisory control and data acquisition (SCADA). The values of the voltage amplitudes and angles ($V_m$ and $\theta_m$) are obtained from TDPF using PSAT software. The quality of learning process depends on sampling number from input data to learn the network. With smaller sampling numbers forecasting is more accurate, but more time consuming. In this study, the sampling number is 10, which is a logical trade-off between accuracy and calculation’s speed.

Fig. 4 shows an algorithm including steps of the proposed method and comparison between forecast results and actual values in contingencies. The first phase of Fig. 4 contains steps of Fig. 3 and both TDPF and CVNN are
used. In the second phase, only TDPF is used to compare the forecast results with actual data. The actual data is TDPF’s output. One of the advantages of this type of prediction is to estimate the grid behavior in the contingencies. In this paper, the proposed method has been applied to two real-world case studies to ensure the forecast results are accurate and reliable in the contingencies. The simulated contingencies in this study are: sudden loss of wind generations, changing the wind generations (based on real meteorological data of region), and loss of other generators as a fault.

V. Application of the Proposed Method

In this section two important usages of the proposed method have been described. The first one is to help the grid to adapt with the contingencies with the most efficient response. Another usage of the proposed method is to find the optimal location(s) and capacity of Battery Energy Storage Systems (BESS) in order to regulate the frequency and voltage of grid during contingencies. Following subsections describe more details.

A. Coping with the contingencies

In this study, several standard factors are used in order to ensure the accuracy of the forecast parameters. These forecast values can be utilized for various purposes. An important utilization of the forecast voltage amplitudes and angles is to adapt the grid in order to have the best reaction against the contingencies and faults. Adapting the grid means changing the power injections at generation or load buses in order to cope with contingencies successfully. The proposed heuristic method makes the grid smarter especially in the contingencies through increasing reliability, minimizing power interruption, and improving self-healing levels.

Fig. 5 shows three steps for application of the proposed method. The first part is calculation of differences between outputs of TDPF in the normal situation (without contingency) and the outputs of CVNN in contingency (as accurate forecasts). These differences are $\Delta V$ and $\Delta \theta$ in the algorithm of Fig. 5. During a contingency, the sensitive buses (generators or loads) can be detected using a sensitivity analysis because these buses have the maximum sensitivity in contingency. Two thresholds can be defined such as $\epsilon_1$ and $\epsilon_2$. If $\Delta V_i > \epsilon_1$ and (or) $\Delta \theta_i > \epsilon_2$, the $i^{th}$ bus is sensitive, where $i$ is the number of the bus. The second part is to adapt the grid with calculation of $\Delta P$ and $\Delta Q$, using equation (7). In this part, only the arrays of Jacobian matrix should be renewed which are related to the sensitive buses. These values indicate the amounts of power which the sensitive buses (generators or loads) should generate or absorb. This adaptation leads to cope with the abnormal situations successfully with minimum interruption. Obviously, these changes (power increasing or decreasing) are based on the possible ranges of the powers in the generators and loads. The third part of the algorithm is to run a TDPF using the adapted grid to ensure about the effectiveness of the proposed method in the contingencies.

Clearly, in the contingencies, applying the proposed method helps the grid to adapt with the abnormal conditions to cope with them efficiently. Also, it avoids running time-consuming TDPF and enormous calculations of the big Jacobian matrix in the abnormal situations where timing is important. Additionally, using the heuristic method helps the operators to make the most optimized and fast decision in any contingency to maintain the grid more reliable. Fig. 6 briefly indicates the steps of the application of the proposed method. The generators (or loads) adjust their power generation (or consumption), based on the calculated values, to have the best reaction against the contingency to cope with the abnormal situation with the highest reliability.
Input data
Input contingency type
Input real model data
Multi-stage learning of CVNN through the TDPF outputs and real data of loads
Validation of CVNN
Decreasing the factor of learning
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TDPF with contingency
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Fig. 4. Two phases of algorithm of the proposed method
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(If $\Delta V > \varepsilon_1$ or $\Delta \theta > \varepsilon_2$)

$\Delta P \begin{bmatrix} \Delta P \\ \Delta Q \end{bmatrix} = \begin{bmatrix} H & 0 \\ 0 & L \end{bmatrix} \begin{bmatrix} \Delta \theta \\ \Delta V \end{bmatrix}$

Fig. 5. Algorithm for the application of the proposed method
B. Finding optimal place and size of BESS

Frequency regulation needs to be done during the contingencies in the grid. For this, the optimal locations and capacities of BESS need to be determined. CVNN, TDPF, and Economic Dispatch (ED) are the tools that are used in this section for determining the locations and capacity amounts of BESS in the grid. Fig. 7 shows that this process can be classified into four steps:

1) **Forecasting**: This step combines CVNN and TDPF in order to forecast voltage amplitudes and angles using load data under different contingencies.

2) **Evaluation**: The purpose of this step is to ensure the accuracy of the forecasting step using an off-line process. This step compares the forecast values with actual data.

3) **Sens. Analysis**: This step applies a sensitivity analysis based on forecast results to detect the sensitive buses.

4) **Calc. of Req. Power**: This step calculates the required power using TDPF and ED for the optimal locations which have been detected in previous step.

Voltage amplitudes and angles are appropriate parameters for detecting the sensitive buses since these variables experience considerable variations during contingencies and affect the grid frequency. These sensitive buses show
highest variations regarding the mentioned parameters in the event of contingencies. By injecting the power into the grid using these sensitive locations, the grid frequency can be regulated optimally. In order to detect these buses a wide range of contingencies, including the worst case one, should be applied. This study applies losing thermal/wind generation lost and sudden/gradual change in the wind generation contingencies. The results in this paper shows, as it is accepted technically, some of the detected sensitive buses located close to the wind generation units. The required power is the amount that should be injected into the grid through the sensitive locations for frequency regulation and power shortage compensation in the worst case contingency.

VI. Case Studies

The proposed method has been applied to two case studies. The first one is the standard IEEE 14-bus model and the second one is a real-world model of an island in the United States (island of Maui in Hawaii). The island’s grid includes 184 bus, 20 generators, and two wind farms. This case study is modeled using real data of grid’s equipment, loads, and generators. Maui’s generators inject power into the grid, based on a unit commitment program demonstrating priority of power production. These priorities have been considered in the modeling of Maui grid. In the unit commitment, wind turbines have the highest priority in generation. This case study simulation has been done for the peak-load time and the supposed value of spinning reserve is 10% of total capacity.

The applied contingency to the IEEE 14-bus model is to change the load during specific time periods when the Static Synchronous Compensator (STATCOM) is enabled. The contingencies of the second case study are three different scenarios including gradual and sudden changing of the wind generations and loss of various thermal generators. Fig. 7 illustrates the simulated model of the first case study.

![Fig. 7. The first case study: IEEE 14-bus model](image)

After applying the proposed method to both case studies, the performance level of the forecasting is evaluated using three standard parameters including: the normalized root mean squared error (nRMSE), the coefficient of determination ($R^2$), and the mean absolute error (MAE). The following equations show these parameters:

\[ \text{nRMSE} = \sqrt{\frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2}} \]

\[ R^2 = 1 - \frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2} \]

\[ \text{MAE} = \frac{1}{n} \sum |y_i - \hat{y}_i| \]
\[ nRMSE = \sqrt{\frac{1}{N} \sum_{k=1}^{N} \left| y_k - \hat{y}_k \right|^2}, \quad R^2 = 1 - \frac{\sum_{k=1}^{N} \left| y_k - \hat{y}_k \right|^2}{\sum_{k=1}^{N} \left| y_k - \bar{y} \right|^2}, \quad MAE = \frac{\sum_{k=1}^{N} |y_k - \hat{y}_k|}{N} \]  

Where \( y \) and \( \hat{y} \) are the actual and forecast values, respectively. \( \bar{y} \) is the mean of the actual values, and \( N \) is the number of the output nodes of CVNN [28].

VI. Results

This section includes the results of applying the heuristic method to both case studies in different scenarios of contingencies. In the first case study, the first usage of the proposed method (coping with the contingencies) has been considered, but in the second case study both usages (coping with the contingencies and finding optimal place and size of BESS) have been discussed.

A. Case study 1

In the IEEE 14-bus model, the total time of TDPF is 20 seconds and each time step is 0.139 second. The system is learned by CVNN in the normal conditions (without contingency). A contingency has been applied to the model between 4.5 and 5.5 seconds. This contingency includes: changing the grid load (5% decreasing) and enabling STATCOM in the 14th bus. Fig. 9 demonstrates the predicted and actual values of the voltage amplitudes for all 14 buses. Actual values are the outputs of TDPF using PSAT software. Table I shows the evaluation parameters in three different times for the first case study. These results prove the high accuracy of the forecasting using the proposed method during the contingency.

![Fig. 9. The measured and predicted values of the voltage amplitudes in 14 buses of the first case study](image)

Table I: The forecast evaluation parameters for three different times after the contingency in the first case study

<table>
<thead>
<tr>
<th>Prediction Time</th>
<th>nRSME (%)</th>
<th>R2 (%)</th>
<th>MAE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>t=6.5 Sec. (1 Sec. ahead)</td>
<td>4.13</td>
<td>99.99</td>
<td>0.00054</td>
</tr>
<tr>
<td>t=10.5 Sec. (5 Sec. ahead)</td>
<td>0.03</td>
<td>99.99</td>
<td>4.4844e-08</td>
</tr>
<tr>
<td>t=15.5 Sec. (10 Sec. ahead)</td>
<td>0.001</td>
<td>99.99</td>
<td>5.0072e-11</td>
</tr>
</tbody>
</table>

B. Case study 2

1) First Usage Results; Contingency Coping: In the real-world model of the island, real data for whole times of a day is available. In this case study, 24 hours of a day have been divided into 144 intervals of 10-minute. Each time
step of TDPF is 0.1 second. The resolution of the real data is 4 seconds. Thus, the minimum required numbers for
learning through CVNN is 40, based on Equation (18). The sampling number of the learning is 10 which is a good
trade-off between the accuracy and speed. Fig. 10 shows the average of the load (MW) in Maui grid in one day. The
horizontal axes represents 4-second time intervals of one day, which is 21600 numbers. In this case study, one 10-
minute interval has been chosen to simulate. This time is a critical one because the load goes under considerable
changes. After multi-stage learning and validation, three different contingencies have been applied during this time
interval.

Fig. 11 demonstrates the first scenario as a contingency, which is sudden loss of both wind generations from
their maximum output to zero. The number of time steps are 6000 because the total time of TDPF is 10 minutes and
each time step is 0.1 second. The values of vertical axes are per-unit with the base power of 100 MVA. With decreasing
the wind generations, other generators inject the power into the grid, based on their priority (unit commitment
program). Different colors of Fig. 11 show the outputs of different generators. The second scenario is to change the
wind generations, based on the meteorological data of Maui, which has been shown in Fig. 12. This figure
demonstrates changes of the wind generations in one hour (3600 seconds) of a day. The third scenario is loss of the
other generations in some special times of TDPF, which Fig. 13 represents it. Each color demonstrates output of one
generator which is zero in special times. During the time domain simulation, dynamic parameters such as eigenvalues
have been controlled to ensure the grid operates in the stable zone.

Fig. 10. Average of the load (MW) in one day of Maui

Fig. 11. Scenario 1 - Decreasing the wind outputs from maximum to zero

Fig. 12. Scenario 2 - Changing the wind generations in one hour of a day
Fig. 13. Scenario 3 - Loss of the other generations in different times of TDPF

Fig. 14 shows the percentage of differences between the forecast (CVNN) and the actual values (TDPF) of the voltage amplitudes in all buses of the second case study. The first two curves are related to time $t = 590$ second of TDPF which is a critical time. In the third scenario, the chosen prediction time is another critical time which is the time of loss of a big generator ($t = 490$ second). The values of horizontal axes are the bus numbers. Fig. 15 illustrates both forecast and actual values of the voltage angles for the second case study. The chosen prediction times are the same as Fig. 11. The results of Fig. 14 and 15 prove the high accuracy of the heuristic method to forecast the voltage amplitudes and angles in the contingencies.

Table II shows the evaluation parameters of prediction for the voltage amplitudes in the second case study. In this table, the chosen prediction times are several critical times in TDPF. The same information for the voltage angles has been demonstrated in Table III. These results prove the good performance of the proposed method in the forecasting in the contingencies.
Table II: Forecast evaluation parameters of voltage amplitudes in critical times of the scenarios (second case study)

<table>
<thead>
<tr>
<th>Contingency</th>
<th>Time(Sec.)</th>
<th>nRSME(%)</th>
<th>R2(%)</th>
<th>MAE(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>t=590</td>
<td>0.048</td>
<td>99.99</td>
<td>1.27e-6</td>
</tr>
<tr>
<td></td>
<td>t=390</td>
<td>0.075</td>
<td>99.99</td>
<td>3.04e-6</td>
</tr>
<tr>
<td></td>
<td>t=180.1</td>
<td>0.060</td>
<td>99.997</td>
<td>1.94e-6</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>t=390</td>
<td>0.076</td>
<td>99.995</td>
<td>3.15e-6</td>
</tr>
<tr>
<td></td>
<td>t=180.1</td>
<td>0.046</td>
<td>99.998</td>
<td>1.14e-6</td>
</tr>
<tr>
<td></td>
<td>t=70</td>
<td>0.060</td>
<td>99.997</td>
<td>1.95e-6</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>t=305</td>
<td>0.074</td>
<td>99.995</td>
<td>2.93e-6</td>
</tr>
<tr>
<td></td>
<td>t=590</td>
<td>0.064</td>
<td>99.995</td>
<td>2.21e-6</td>
</tr>
</tbody>
</table>

Table III: Forecast evaluation parameters of voltage angles in some critical times of the scenarios (2nd case study)

<table>
<thead>
<tr>
<th>Contingency</th>
<th>Time(Sec.)</th>
<th>nRSME(%)</th>
<th>R2(%)</th>
<th>MAE(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>t=590</td>
<td>0.916</td>
<td>99.99</td>
<td>4.68e-5</td>
</tr>
<tr>
<td></td>
<td>t=390</td>
<td>1.632</td>
<td>99.992</td>
<td>1.52e-4</td>
</tr>
<tr>
<td></td>
<td>t=180.1</td>
<td>0.795</td>
<td>99.998</td>
<td>3.63e-5</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>t=390</td>
<td>1.638</td>
<td>99.992</td>
<td>1.53e-4</td>
</tr>
<tr>
<td></td>
<td>t=180.1</td>
<td>0.731</td>
<td>99.998</td>
<td>3.06e-5</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>t=305</td>
<td>2.100</td>
<td>99.987</td>
<td>2.52e-4</td>
</tr>
<tr>
<td></td>
<td>t=590</td>
<td>0.896</td>
<td>99.997</td>
<td>4.61e-5</td>
</tr>
</tbody>
</table>

2) Second Usage Results: Optimal Location and Capacity of BESS: As it was depicted in Fig.7, after evaluating the forecasted parameters, a sensitivity analysis should be performed in order to find the optimum buses for the storage system. In this part a wide range of contingencies, as it was shown in Fig.11 to 14, are applied in order to find these optimum places. Fig.16 shows the results for sensitivity analysis. Bus numbers 166 and 180, based on this figure, show the maximum sensitivity during different contingencies. This means that these buses are the optimum locations for the BESS. Bus 180 is a generator bus and using the storage system for this bus has two advantages: frequency regulation in the abnormal conditions and compensating the power shortage in the contingencies in order to have the
minimum power interruption. Bus 166, on the other hand, is a load bus which is an appropriate bus for installing batteries in order to decrease fluctuations related to distribution side.

Next step is calculating the capacity for these storage systems. For this the worst case scenario should be considered which is losing the largest generation unit. This amount is 24.3 MW for Maui grid. Based on equation (7) and performing TDPF, for the Maui grid, 15.73 MW power should be injected through the sensitive buses in order to regulate the frequency and compensate the power shortage. Determining the BESS capacity should be done through ED based on minimizing the cost function of available generators and batteries. Table IV shows the optimal output of power sources for generators and BESS. These amount has been calculated at the lowest cost considering both transmission and operational constraints. As it is shown in the table, BESS should be allocated in bus 180 (sensitive generation bus) with the capacity of 0.93 MW. Considering the minimum and maximum for State Of Charge (SOC) of batteries, in order to maximize lifetime and efficiency, the active power of the transmission part of the BESS can be calculated as:

\[
0.93 MW \times \frac{1}{S O C_{\text{max}} - S O C_{\text{min}}} = 0.93 MW \times \frac{1}{0.8 - 0.2} = 1.55 MW
\]

Based on historical data, the maximum time for the contingency in Maui is one hour. Considering this amount, BESS should supply 1.55 MWhr to cope with this condition and regulate the frequency in the grid. The simulation results for Maui shows that, based on the proposed method, 1.55MWhr should be provided by BESS in bus 180 in order to cope the contingency in this island.

![Fig. 16. Results of the sensitivity analysis for the voltage amplitudes and angles in a wide range of contingencies](image)

Table IV; ED results: optimal outputs of the available generators and BESS to cope with the worst case of contingency and regulate the frequency

<table>
<thead>
<tr>
<th>Power Source</th>
<th>Generation Power (MW) (based on ED results)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen. bus 48</td>
<td>1.8</td>
</tr>
<tr>
<td>Gen. bus 49</td>
<td>2.2</td>
</tr>
<tr>
<td>Gen. bus 50</td>
<td>3.3</td>
</tr>
<tr>
<td>Gen. bus 53</td>
<td>2.8</td>
</tr>
<tr>
<td>Gen. bus 140</td>
<td>2.2</td>
</tr>
<tr>
<td>Gen. bus 181</td>
<td>2.5</td>
</tr>
<tr>
<td>BESS bus 180</td>
<td>0.93</td>
</tr>
</tbody>
</table>

VIII. Conclusion

Increasing the ability of power grid to cope with contingencies, can significantly improve the grid reliability. In this paper, we proposed a heuristic forecast method to predict the voltage amplitudes and angles in the power grid. This method is a combination of multi-stage learning of CVNN and TDPF. One important applications of these forecast values is to adapt the grid to have the best reaction against the contingencies and faults. Adapting the grid means changing the power injection or absorption at generation or load buses. Using the proposed method helps to cope with the contingencies with highest reliability and efficiency and lowest cost and power interruption. With applying the heuristic method, not only the grid can work smarter, but also reliability of the grid can be increased,
especially in the contingencies. Additionally, using this method avoids enormous and time consuming power flow calculations in the abnormal situations. Another important usage of the proposed method is to obtain the optimal location(s) and capacity of the storage system in order to manage the contingencies and regulate the frequency and voltage.
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