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 ABSTRACT: Heart disease might be one of the foremost causes to death. Because of the lack of skilled 

knowledge or experiences of real-life practitioners about heart failure symptoms for an early prediction, it is not 

an easy task to detect the disease. Consequently, computer-based prediction of heart disease may play a 

significant role as a pre-stage detection to take proper actions with a view to recovering from it. However, the 

choice of the proper data mining classification method can effectively predict the early stage of the disease for 

being recurred from it. In this paper, the three mostly used classification techniques such as support vector 

machine (SVM), k-nearest neighbor (KNN) and artificial neural network (ANN) have been studied with a view 

to evaluating them for heart disease prediction using Cleveland standard heart disease dataset. The 

experimental result shows that the classification accuracy using SVM (85.1852%) outperforms that of using 

KNN (82.963%) and ANN (73.3333%).  
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I. INTRODUCTION 
In recent years, the volume of computerized medical data is increasing rapidly [1]. However still, it is a 

complex task to manipulate the bulky amount of the data for extracting knowledge from it. However, data 

mining technique, an important filed of machine learning, can be used to explore the meaningful information 

from such kind of medical data repository. Furthermore, the data mining technique can broadly be applied for 

versatile applications such as classification, clustering, regression, prediction etc. [2]. 

Nevertheless, the heart disease is a vital issue to be fixed for sound human life. Though, real-life 

consultants can be able to predict the disease with an enormous number of tests and requiring a huge processing 

time, sometimes, their prediction may be incorrect because of lack of skilled knowledge and proper 

experiencesregarding this [1]. Consequently, it is obvious that computer-based prediction of heart disease can be 

more effective and time saving way for the better humanity. Consequently, data mining classification techniques 

are broadly applied to discover the early stage of the heart disease prediction. Since the development of the 

efficient classification technique is growing rapidly for various types of classification tasks, it is important to 

choose the appropriate classification approach for effective heart disease prediction [3]. From this motivation, in 

this paper, the mostly used classification techniques e.g., support vector machine (SVM), k-nearest neighbor 

(KNN), and artificial neural network (ANN) have been studied and compared for heart disease prediction using 

Cleveland heart disease dataset. 
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II. BACKGROUND REVIEW 
There are several works on the heart disease predictions performed by different researchers. The 

authors in [3] presented heart disease prediction using several classification techniques in which Bayes classifier 

shows an accuracy of 86.12% while ANN shows an accuracy of 85.68% and decision tree learning shows an 

accuracy of 80.4%. On the other hand, in [4] the performances of decision tree learning (79.3%), logistic 

regression (77.7%) and ANN (80.2%) have been compared for predicting a patient of the heart disease. The 

authors in [5] performed an analysis of the performances of K-Star (75.1852%), J48 (76.6667%), SMO 

(84.0741%), Bayes Net (81.1111%) and MLP (77.4074%) for predicting the heart disease patients.  In [6] the 

performances of Random Forest (91.6%), C4.5 (89.6%), SVM (89.2%), Bayes classifier (85.2%), AdaBoost 

(82.8%) have been compared for predicting the cardiovascular heart disease patients. The authors in [1] have 

compared the performances of decision tree learning (77.55%), Naïve Bayes classifier (83.49%), KNN (k=1: 

76.23%, k=3: 81.18%, k=9: 83.16%, k=15: 83.16%), MLP (82.83%), RBF (83.82%), Single Conjunctive Rule 

Learner (69.96%) and SVM (84.15%). In [7] it has been analyzed that the conventional logistic regression 

approach can provide better result than regression trees. The author in [8] has equated the performances of 

logistic regression and random forest approach for predicting the risk level of the heart disease patients in which 

the logistic regression (89%) technique can provide better performance than the random forest (88%). Also, the 

authors in [9] have considered different feature selection approaches and measured the performance of the Naïve 

Bayes for the diagnosis of heart disease patients. However, in this paper, the prediction performance of the 

widely used classifiers such as SVM, KNN and ANN has been analyzed and compared using standard 

Cleveland heart disease dataset. 

 

III. INVESTIGATED CLASSIFICATION TECHNIQUES 
3.1. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a supervised learning model that is defined as the finite dimensional vector 

spaces where each dimension characterizes a feature of a particular object. In this way, SVM has been proved as 

an effective method in high-dimensional space problems. Due to its computational competence on huge datasets 

SVM is typically used in document classification, sentiment analysis and prediction-based tasks [1], [6], [10]. 

3.2. K-Nearest Neighbors (KNN) 

K-Nearest Neighbor (KNN), a supervised learning model as well, is used to classify the test data using the 

training samples directly. In KNN, an object is classified by the majority voting of its closest neighbors. 

Alternatively, the class of a new sample is predicted based on some distance metrics where the distance metric 

can be a simple Euclidean distance. In the working steps, KNN first calculates k (No. of the nearest neighbors). 

After that, it finds the distance between the training data and then sorts the distance. Subsequently, a class label 

will be assigned to the test data based on the majority voting [1]. 

3.3. Artificial Neural Network (ANN) 

The Artificial Neural Network (ANN), also a supervised learning strategy, contains three layers: input, hidden 

and output. The connection between the input units and the hidden and the output units are based on relevance 

of the assigned weight of that specific input unit. Usually, if the weight is higher, then it is considered more 

important. ANN may use linear and sigmoid transfer (activation) functions. Also, the ANNs are suitable for the 

training of large amounts of data with limited inputs. For multi-layer feed forward ANN, the mostly used 

learning algorithm is the Backpropagation learning tool [4], [5]. In ANN, the input data records should be 

separated into three sub-datasets for the purpose of training, validation and testing. 

 

IV. EXPERIMENTAL RESULT ANALYSIS 
4.1 Working Procedure 

The working procedure of the proposed evaluation scheme of the studied classification techniques for heart 

disease prediction is illustrated in Fig. 1. 
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Figure 1: Proposed work flow 

4.2 Dataset Description 

In this paper, the Cleveland standard heart disease dataset is gathered from the UCI machine learning repository 

[11]. Although there are total 270 records of 76 different attributes along with the true sample label in the 

dataset, most of the published experiments has referred to using a subset of 13 attributes. The used 13 attributes 

with respective explanation is shown in Table 1.  In this experiment, approximately half of the data are used for 

training and the rest is for the testing. 

4.3 Experiment Setup and Result Analysis 

For the classification of the heart disease dataset using support vector machine (SVM) with RBF kernel, the 

commonly used MATLAB LibSVM package [13] has been setup. The well-known 10-fold cross validation 

procedure has been used to select the best C and gamma (g) parameters for the efficient training and testing 

[12]. Table 2 shows the classification performance using SVM with the best C and g values.  

On the other hand, the MATLAB KNN has been applied where Euclidean distance is measured to specify the 

distance metric between the character vectors. Table 3 shows the classification result for different values of 

number of neighbors (k).  

Finally, the MATLAB multilayered feed-forward Backpropagation ANN has been applied on the dataset where 

the hidden layer takes the input from the input data and the output layer forms the outputs. The number of the 

hidden neurons in the proposed network structure is experimentally set to 3 that results the size of the network 

as 13×3×1.  In this network, the 10-fold cross validation process is also used for efficient learning. For this 

ANN, the total number of the training data is further divided into three subgroup datasets as 45% for training, 

5% for validation and the rest for testing purposes. After that, the main testing dataset is used for the testing 

operation using the trained network. The summarized classification result is shown in Table 4. 

Table 1:Description of the Cleveland dataset 

No. of the Attribute Name of the Attribute Explanation 

1.  Age age in years  

2.  Sex sex (1 = male; 0 = female)  

3.  cp chest pain type  

Value 1: typical angina  
Value 2: atypical angina  

Value 3: non-anginal pain  
Value 4: asymptomatic  

4.  trestbps resting blood pressure (in mm Hg on admission to the hospital)  

5.  chol  serum cholestoral in mg/dl  

6.  fbs  (fasting blood sugar > 120 mg/dl) (1 = true; 0 = false)   

7.  restecg  resting electrocardiographic results  

Value 0: normal  

Value 1: having ST-T wave abnormality (T wave inversions and/or 

ST elevation or depression of > 0.05 mV)  
Value 2: showing probable or definite left ventricular hypertrophy 

by Estes' criteria  

8.  thalach  maximum heart rate achieved  
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9.  exang  exercise induced angina (1 = yes; 0 = no)  

10.  oldpeak  ST depression induced by exercise relative to rest  

11.  slope  the slope of the peak exercise ST segment  

Value 1: upsloping ; Value 2: flat ; Value 3: downsloping  

12.  ca   number of major vessels (0-3) colored by flourosopy  

13.  thal  3 = normal; 6 = fixed defect; 7 = reversable defect  

Table 2: Classification result using SVM 

C, g Classification Accuracy (%) 

1, 0.1 85.1852 

Table 3: Classification result using KNN 

k Classification Accuracy (%) 

1 79.2593 

2 79.2593 

3 81.4815 

4 82.963 

5 80.00 

6 79.2593 

7 80.00 

8 80.00 

9 80.7407 

10 80.7407 

Table 4: Classification result using ANN 

Classifier Classification Accuracy (%) 

ANN 73.3333 

Table 5: Confusion matrices using the classifiers 

Classifier Confusion matrix 

SVM 68 13 

7 47 

KNN (k=4) 67 15 

8 45 

ANN 69 29 

6 31 

 

 
Table 5 shows the confusion matrices produced from each of the classifiers. Now, the graphical representation 

of the classification result is illustrated in the graph of Fig. 2. From the above performance comparison tables 

and graph, it can be observed that the classification accuracy using SVM is much effective than that of the KNN 

and ANN. The reason behind that is that the SVM can tremendously fix the nonlinearity in the dataset for 

producing better classification performance than KNN and ANN. Also, the KNN has performed better than 

ANN as it separates the vector splendidly with k=4. 

 

V. CONCLUSION 
As heart disease is one of the vital causes to death, it should be correctly detected at very early stage to get 
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recovery from it. Sometimes, real-life practitioner may not be able to detect the disease due to some lack of 

skilled knowledge and proper experiences. Thus, computer-based competently accurate prediction system may 

be an alternative to detect the heart disease for fixing it immediately. Hence, in this paper, three mostly used 

data mining classification techniques such as SVM, KNN and ANN have been studied and evaluated using 

standard Cleveland heart disease dataset. It has been analyzed that RBF kernel based SVM can outperform KNN 

and ANN on the basis of the classification rate while KNN is also offering better performance than ANN. This 

comparative study also recommends that the significantly evaluated classifier can be used for real-time 

prediction of heart disease patients and for predicting the risk factor of heart failure with a view to ensuring 

additional care so that early-stage heart failure can be avoided. However, more training data whether from 

hospitals or from domain-experts can be added for increasing the prediction performance of the classifiers. 

Moreover, diverse feature reduction strategies may also be applied on the dataset for getting improved 

performance. 
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